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Methods of machine learning in the medical field are the subject of significant ongoing research, which mainly focuses on
modeling certain human actions, thought processes or disease recognition. Other applications include biomedical systems, which
include genetics and DNA analysis. The purpose of this paper is the implementation of machine learning methods — Random Forest
and Decision Tree, further parallelization of these algorithms to achieve greater accuracy of classification and reduce the time of
training of these classifiers in the field of medical data processing, determining the presence of human cardiovascular disease. The
paper conducts research using machine learning methods for data processing in medicine in order to improve the accuracy and
execution time using parallelization algorithms. Classification is an important tool in today's world, where big data is used to make
various decisions in government, economics, medicine, and so on. Researchers have access to vast amounts of data, and
classification is one of the tools that helps them understand data and find certain patterns in it. The paper used a dataset consisting
of records of 70000 patients and containing 12 attributes. Analysis and preliminary data preparation were performed. The Random
Forest algorithm is parallelized using the sklearn library functional. The time required to train the model was reduced by 4.4 times
when using 8 parallel streams, compared with sequential training. This algorithm is also parallelized based on CUDA. As a result, the
time required to train the model was reduced by 83.4 times when using this technology on the GPU. The paper calculates the
acceleration and efficiency coefficients, as well as provides a detailed comparison with a sequential algorithm.
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JIECSI MOUYYPAJI, AH/IPII1 UIbKIB

Hauionansnuit yniBepcuret «JIpBiBCbKa MOJITEXHIKa»

HOBITHII METOJI MEIUYHOI KJACHU®IKAIIL 3 BAKOPUCTAHHSM
AJITOPUTMIB IMAPAJIEJIIBALLIT

Merogn MawmHHOro HaByaHHS B MEAUYHIN rany3i € MpPeaMETOM 3HaYHUX MOCTIHUX AOC/IKEHb, SKI B OCHOBHOMY
KOHLIEHTPYIOTLCS Ha MOAEIOBAHHI AESKUX JIFOLCHKUX BYUHKIB, IMPOLECIB MUCIEHHS b0 PO3I1i3HaBaHHI 3aXBOPIOBaHb. IHLUI ramy3i
3acTocyBaHHs — Ue  GIOMEANYHI CUCTEMY, SKI BK/IIOYAKOTL EHETUKY Ta aHamiz [HK. Y poboTti npoBefeHo AOC/IMKEHHS 3
BUKOPUCTAHHSIM METOLIB MAELUMHHOMO HAaBYaHHs 4715 06pOOKu [aHuX B MEAUUMHI 3 METOK [MOKPALYEHHSIM TOYHOCTI Ta dacy
BUKOHAHHS 3a AOMOMOIOK0 a/IrOpUTMIB PO3rapaneneHHs. Knacu@ikauisi € BaxmBuM [HCTPYMEHTOM y Cy4acHOMy CBIT, A€ poboTa 3
BEJIMKUMU [JGHUMU BUKOPUCTOBYETBCS /1S IPUMHATTS DI3HOrO pody pPillieHb B ypSal, eKOHOMIL, MeanLmnHi, Toiwo. OaHUM i3 METOLIB
HaByaHHS A5 Knacuikalii € BUNIagaKoBus Jiic. BUKOpUCTaHHS OCTaHHbOIO MOXE MPU3BECTH [0 3HAYHOIO MOKPALUEHHS TOYHOCTI
MPOrHO3yBarHs, To6TOo, KPaloi 34aTHOCTI MPOrHO3yBaTH HOBI BUMIAAKMU [aHuX. BiACYTHICTb HEOOXIAHOCTI HaAaBaTH KOHKDETHUMM
anropuTM [GEHTUQIKALIT XBOpOOU NPEACTAB/ISE BE/MKY EDEBArY NEPE] 3aCTOCYBAHHSIM METOLIB MALUNHHOIO HaBYaHHS. [JoC/iigHuku
MaloTb JOCTYIT 4O BEJMYEIHUX OOCAIiB AaHux, | KAacu@ikaLis € ogHuM i3 IHCTDYMEHTIB, SKui [OMOMArac iMm 3po3yMiTu [aHi 1a
3HANTN 1IEBHI 3GKOHOMIPHOCTI y HUX. ¥ pO6OTI BUKOPUCTAHO AATACET, SKui CKIAaAaETbCA 3 3anmciB rpo 70000 naLieHTiB i MicTUTh
12 arpubyTiB. [lpoBeAeHO aHa/m3 Ta IONEPESHIO MIAroTOBKY AaHux. 34IMICHEeHO Mapanesni3agio anaroputMy Bunagkosmi siic 3
BUKOPUCTAHHSAM QYHKLIIOHA/Ty 6i6riioTeku skilearn. [Tpu LiboMy HYac, HEOOXIAHMM A/1 TPEHYBAaHHS MOAESI 3MEHIIMBCSA B 4.4 pasu, rnpu
BUKOPUCTAHHI 8 1apasiesibHux MoToKIB, B MOPIBHAHHI 3 MOC/IAOBHUM TPEHYBAHHAIM. TakoxX MPOBEAEHO PO3IIapasieieHHs AaHoro
anroputMmy Ha ocHosi CUDA. B pesy/ibTati Yac, HeoOXigHMI /15 TPeHYBaHHS MOAESTI 3MEHLIMBCA B 83.4 pasu, rnpu BUKOPUCTaHHI L€l
TexHosorii Ha GPU. Y poboTi 34IMCHEHO O6PaxyHOK KOEQILIEHTIB MPUCKOPEHHS Ta €QPEKTUBHOCT], a@ TaKOX HABEAEHO AETallbHe
10PIBHSIHHS 3 [TOC/TI0OBHUM a/IrOPUTMOM.

KnrouoBi cn1oBa: METOH MALIMHHOIO HaBYaHHS, a/IrOPUTM BUNEAKOBUY JIiC, TEXHO/0rMS CUDA, rpuckopeHHs, KoegilieHT
epeKTUBHOCTI.

Introduction

Artificial intelligence (AI) — based medical technologies are fast evolving into good solutions for clinical
practice. Deep learning algorithms can deal with the increased amount of data provided by smartphones and other
mobile monitoring sensors in various fields of medicine [1-3]. Currently, only very specific conditions in clinical
practice benefit from the use of Al, such as heart disease, atrial fibrillation, seizures, epilepsy and hypoglycemia, or
diagnosis of the disease based on histopathological examination or medical imaging. The introduction of such
medicine provides greater autonomy and more personalized treatment.

Medical technology is widely used to access a range of tools that enable healthcare professionals to provide
patients and society with a better quality of life through early diagnosis, reduction of complications, optimization of
treatment, and reduction of hospital stays. Although before the mobile phones became widely use, prosthetics,
stents, implants were largely known as traditional medical devices. The advent of smartphones, portable devices,
sensors and communication systems revolutionized medicine with its ability to implement AI in very small
accessories. Al has revolutionized medical technology and can solve complex problems in a variety of areas with
vast amounts of data.

Machine learning methods for classification, regression and other tasks that operate by constructing many
decision trees during learning and deriving a class (classification) or average prediction (regression) of individual
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trees called Random Forest [4]. Using this approach can significantly improve the accuracy of forecasting and result
in better ability to predict new data cases.

However, the development of Al systems for medicine is not a trivial task. Main obstacles are collecting
and organizing the data that will be used for training of classifier. This becomes a major problem, especially when
the system requires large data sets over a long period of time, which in most cases are not available due to the lack
of an efficient recording system. For example, to solve the problem of diagnosing heart disease, it is necessary that
the accuracy for healthy patients is as high as possible, because incorrect classification in this category can lead to a
healthy patient for no reason to switch to treatment.

Heart disease has been serious problem in both urban and rural areas in most countries. In 2020, Heart
disease been the leading cause of death in the United States, England and Canada, accounting for 25.4 % of all
deaths in the United States. A similar situation is observed in other countries [5]. In the case of cardiovascular
disease, it is very important to make correct diagnosis at an early stage. It has been observed that in many cases,
incorrect diagnosis leads to a violation of the patient's health.

Classification of medical data is considered to be a difficult task in the field of medical informatics. In this
paper, an approach to the classification of medical data is developed and implemented. Random forest classifier is
used to construct the predictor. This machine learning algorithm is expected to be effective for other diseases with
similar datasets.

The purpose of this paper is the implementation of machine learning methods — Random Forest and
Decision Tree, further parallelization of these algorithms to achieve greater accuracy of classification and reduce the
time of training of these classifiers in the field of medical data processing, determining the presence of human
cardiovascular disease. The purpose of the classification of cardiovascular disease is to classify the presence or
absence of this disease on the basis of a set of data, which includes diagnostic measurements of humans.

The object of research is parallelization of machine learning methods — Random Forest and Decision Tree.

The subject of research is the process of accelerating the implementation of machine learning methods
Random Forest and Decision Tree to increase the accuracy of the results obtained from these algorithms.

Related works

Practical implementation of machine learning tools will allow doctors to focus only on providing care to
patients who have been suspected of exacerbating a disease. Especially during a pandemic, this method of detecting
the disease will save the lives of many people by helping them before the disease worsens.

As the issues of this topic are relevant nowadays, an analysis of related works with similar research in this
subject area was conducted. This provides an opportunity to get acquainted with existing approaches to predicting
the presence or absence of disease, to study approaches to achieve the desired results using and accelerating machine
learning methods — Random Forest and Decision Tree.

The relevance of using the Random Forest algorithm in Big Data processing is described in [6]. Focusing
on classification problems, this paper proposes a selective review of available proposals that deal with scaling
random forests to Big Data problems.

Bin Dai, Rung-Ching Chen, Shun-Zhi Zhu, Wei-Wei Zhang conducted research on the detection of breast
cancer using the machine learning algorithm Random Forest [7]. The study was presented at the International
Symposium on December 6-8, 2018. A group of scientists from different universities demonstrated the results of
using this algorithm and the results achieved. Using the method of teaching several classifiers called ensemble
training, it was possible to achieve high accuracy of disease prediction. This has great practical application as a
method of providing an auxiliary medical diagnosis.

Leonard Lindroth in his work [8] conducted research on the parallelization of the machine learning
algorithm Random Forest. The study identified the optimal parameters for obtaining the most effective acceleration.
Studies have shown that openMP parallelization using the master thread for result combining and worker threads for
mathematical computing have accelerated the learning process of the Random Forest method, which allows you to
work more efficiently with large amounts of data and tune hyperparameters in less time, which allows algorithm to
show greater accuracy of training in no time.

N. Azizah in his work [9] compared machine learning algorithms and concluded that the Random Forest
method showed the best results in reducing learning time after its parallelization. The main problem shown in the
study is the time needed to build models of trees that will form the Random Forest algorithm. By parallelizing the
process of building trees, we load each computational unit more, which leads to increase of efficiency and
acceleration.

In [10] the author conducted a study on the use of machine learning Decision Tree for analysis in the
medical field. He used the Decision Tree algorithm to deal with complex medical problems that were difficult to
overcome. The paper showed that the Decision Tree method is a tool that helps to make decisions about the
treatment of patients in difficult situations. By analyzing information with a similar medical history in other patients,
the trained decision tree algorithm can classify the cause of the disease, which helps to quickly find a way to treat it.

To sum up, predicting the course of the disease using data of similar cases of such disease is possible and
relevant today. The parallelization of machine learning methods, especially Random Forest and Decision Tree, is
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important to optimize the learning of classifiers on large data sets, which will help to increase the accuracy of
predictions faster. A common problem that often occurs when implementing random forest is long processing time
because it uses a lot of data and build many tree models to form random trees because it uses single processor. This
research proposes random forest method with parallel computing and implemented on CUDA.

As in the related works the parallelization of data of algorithms of machine learning at processing of
medical data was not used, it confirms urgency of our work.

Methodology

Decision trees are a kind of non-parametric models that can be used for both classification and regression.
This means that decision trees are flexible models that do not increase their number of parameters with the addition
of functions, and they can display a categorical forecast (for example, whether a plant is a certain species or not) or a
numerical forecast (for example, house price).

Decision trees are constructed using two types of elements: nodes and branches. At each node, one of the
features of our data is evaluated to share observations in the learning process or to make the data point follow a
certain path during forecasting [11].

Solution trees are built by recursively evaluating different characteristics and using the function that
classifies the data at each node.

Low correlation between models is a key factor. Just as low-correlated investments (such as stocks and
bonds) combine to form an aggregate that exceeds the sum of their parts, uncorrelated models can produce aggregate
forecasts that are more accurate than any individual [12]. The reason for this wonderful effect is that the trees protect
each other from their individual mistakes (if they are not all constantly wrong in one direction). While some trees
may be wrong, many others will be true because as a group of trees, they will move in the right direction. To get the
most from Random Forest Classifier:

1. Getting better accuracy with each learning step to be sure that classifier is not making random guesses.

2. Predictions made by each tree should have low correlation.

In this paper “Cardiovascular Disease dataset” was used. It was downloaded for Kaggle [13]. The purpose
of the classification is to predict whether there is an exacerbation of cardiovascular disease in a patient with certain
indicators obtained during the examination. The dataset consists of records of 70000 patients and contains 12

features.
age gender height weight ap_hi ap_lo cholesterol gluc smoke alco active cardio

0 18393 2 168 62.0 110 80 1 1 0 o} 1 o}
1 20228 1 156 85.0 140 90 3 1 0 0 1 1
2 18857 1 165 64.0 130 70 3 1 0 0 0 1
3 17623 2 169 82.0 150 100 1 1 0 g} 1 1
4 17474 1 156 56.0 100 60 1 1 0 o} o} o}
69995 19240 2 168 76.0 120 80 1 1 1 0 1 0
69996 22601 1 158 126.0 140 90 2 2 0 g} 1 1
69997 19066 2 183 105.0 180 90 3 1 0 1 o} 1
69998 22431 1 163 72.0 135 80 1 2 0 0 0 1
69999 20540 1 170 72.0 120 80 2 1 0 0 1 0
Fig. 1. Structure of dataset
There are 12 features in dataset displayed on Fig. 1:
Demographic Features:
e Gender (categorical variable);
e Age (continuous variable);
e Height (continuous variable);
e  Weight (continuous variable).
Behavioral Features:
e Smoke — indicates if patient smokes (categorical variable);
e Alco —indicates if patient drinks alcohol (categorical variable);
e Active — indicates if patient leads an active lifestyle (categorical variable).
Medical Features:
e ap hi— upper blood pressure (continuous variable);
e ap lo—lower blood pressure (continuous variable);
e cholesterol — cholesterol content in the patient's blood (categorical variable);
e gluc — the content of glucose in the patient's blood (categorical variable).
Target variable:
e cardio — the patient has a cardiovascular risk.
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The analysis and preliminary preparation of data was carried out, which provided the basis for the
transition to the experimental part of the work.

Software implementation of these models was performed using a high-level Python programming
language. The sklearn library was used to construct a classification Random Forest, as well as to parallelize it on
different processor threads.

Computational complexity of the algorithm
Computational complexity of Random Forest classifier learning process is: O(n *log(n) *d k), n —
number of rows in dataset; £ —number of trees; d — size of training dataset.
Ti(n) _ O(nxlog(n)xd*k)
Tp(n) — 0(;+log(5)+dsk)

Acceleration: S, (n) = , p —number of threads; T; (n) — execution time of sequential

algorithm; T » (n) — execution time of parallel algorithm by p threads.
Sp(n) _ 0(nxlog(n)+dxk)
P prOGrlog(edrk)

Effectiveness : E,(n) =

Implementation
Dataset will be splitted into train dataset (80%) and test one (20%).
To implement the classification, we will use RandomForestClassifier from the sklearn library. We will use
1000 trees for training.

Random Forest

Actual Predicted

66812 False True
37573 True True
17825 True False
59161 False False
54811 False False
52095 True False
28251 True True
18384 False False
10906 True False
38070 False False

Time to train = 141,619 seconds

Scores for this model:
Score for train data = 0.7998214285714285
Score for test data = 0.7174285714285714

Fig. 2. Random Forest Classifier with default parameters

The accuracy is low so we need to improve this model (see Fig. 2). Hyperparameter Tuning will be used in
order to find best parameters. Function RandomizedSearchCV from sklearn library will be used to perform this.

[Parallel(n_jobs=-1)]: Done 150 out of 150 | elapsed: 56.2min finished
{'n_estimators': 307, 'min_samples_split': 20, 'min_samples_leaf': 4,
'max_features': 'sqgrt', 'max_depth': 90, 'criterion': 'gini', 'bootstrap': True}
Time to get best hyperparameters = 3394.156 seconds

Fig. 3. Hyperparameters tuned by RandomizedSearchCV

Using new hyperparameters (Fig. 3) we can run train model one more train and compare results.

The accuracy of the model has significantly increased (for the test sample by 14.1%), and now it shows a
fairly good result of 85.8%(see Fig. 4). However, the training still takes too much time, because of the significant
amount of training data: 56 thousand records, the time required to train a given model is: 55.7 seconds.
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Random Forest

Actual Predicted

66812 False True
37573 True True
17025 True False
59161 False False
54811 False False
52095 True False
28251 True True
18384 False False
10906 True False|
38070 False False

Time to train = 55.731 seconds

Scores for this model:
Score for train data = 0.887
Score for test data = 0.8582857142857143
Fig. 4. Random Forest training results with new hyperparameters

Random Forest Parallelization using sklearn library

As we know, the Python programming language runs on a single CPU, so it is impossible to directly
parallelize any program. The Random Forest algorithm can be parallelized in Python by creating a forest with a
large number of trees using each thread. This approach called the reinforcement classification algorithm [9].

If we have a large number of trees in our forest, it makes its structure better and is considered the best
forest.

The Random Forest algorithm that performs the classification task follows next scenario: the more trees,
the better the accuracy and therefore the better the model. In a Random Forest, we do not use the same approach as
in the decision tree algorithm, as we do not use entropy and information accumulation. Instead, in a Random Forest,
we split a training dataset into smaller particles that consist of random elements from a training dataset.

Parallel computing basically involves using two or more cores (or threads) at the same time to solve a
problem. The main goal here is to split the task into smaller subtasks and complete them simultaneously [9].

To perform this task, we will use the functionality of the sklearn library, which allows us to run the Python
interpreter on several different threads at the same time, which we will use.

The Random Forest algorithm is based on splitting the main dataset into n-number of particles and
constructing a classification tree for each of them, then combining the results. So, we will train several trees at the
same time (depending on the number of available threads) on different threads.

Random Forest Parallel(2 threads)
Actual Predicted

66812 False True
37573 True True
17025 True False
59161 False False
54811 False False
52095 True False
28251 True True
18384 False False

Time to train = 29.133 seconds

Scores for this model:

Score for train data = ©.8871964285714286

Score for test data = 0.8574285714285714
Fig. 5. Random Forest model training using 2 threads

In the Fig. 5 improved results are displayed. We can see a significant improvement, in terms of speeding up
the training process of our model — 1.9 times in comparison to sequential training, using 2 parallel threads.
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Random Forest Parallel(4 threads)
Actual Predicted

66812 False True
37573 True True
17025 True False
59161 False False
54811 False False
52095 True False
28251 True True
18384 False False

Time to train = 18.483 seconds

Scores for this model:
Score for train data = 0.8869642857142856

Score for test data = ©.8575
Fig. 6. Random Forest model training using 4 threads

In Fig. 6 we can see that the time required to train the model is reduced by 3 times when using 4 parallel
threads in comparison to sequential training.
Random Forest Parallel(4 threads)
Actual Predicted

66812 False True
37573 True True
17025 True False
59161 False False
54811 False False
52095 True False
28251 True True
18384 False False

Time to train = 12.687 seconds

Scores for this model:
Score for train data = 0.887375

Score for test data = 0.8574285714285714
Fig. 7. Random Forest model training using 8 threads

In Fig. 7 we can see that the time required to train the model decreased by 4.4 times when using 8 parallel
threads in comparison to sequential training.

Random Forest algorithm parallelization using CUDA

The RF model, which is implemented using the CUDA environment [14], contains 2 high-performance
separate algorithms that select values for the training of each feature and the association of nodes. Quantiles and min
/ max histograms are used for this purpose.

In both cases, the values to be divided are chosen for each of the features. These algorithms use the GPU
acceleration approach, which significantly reduces the number of operations required to perform data sharing
calculations.

Min / max histograms are built for each feature of the tree node. The range of values of each feature is
divided equally. The end of each interval is considered as a potential value for separation. In this approach, the
division values for each attribute are calculated in each node, adapted to the data intervals in each node of the tree.

The quantile separation algorithm calculates in advance the potential values for the separation for each
feature at the root of the tree. Each column with the feature is sorted in ascending order and divided equally by the
nodes of the dataset. The end of each interval is considered as a potential value for a split.

As we can see in Fig. 8, that the time required to train the model using GPU has decreased by 83.4 times in
comparison to sequential training. However, it should be noted that this is only the time of training of Random
Forest model, not taking into account the time spent on splitting the dataset into smaller particles and pre-processing
them to upload to the GPU. Although, if you take into account the time required to upload data to GPU, the time
required to train the model is reduced by approximately 23 times in comparison to sequential training.
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Random Forest Parallel(CUDA)
Actual Predicted

66812 False True
37573 True True
17025 True False
59161 False False
54811 False False
52095 True False
28251 True True
18384 False False

Time to train = 0.668 seconds

Scores for this model:
Score for train data = ©.8875

Score for test data = 0.8572142857142857
Fig. 8. Random Forest model training using graphic card (GPU)

Experiments
In the paper we compared different approaches to build a model for classifying the presence of
exacerbations of cardiovascular disease in patients with different indicators of diagnostic examination. In Table 1 we
displayed comparison of the execution times of sequential and parallel implementations of the program on the CPU
(using the sklearn library) and the GPU (CUDA), as well as analyzed them.

Table 1
Execution time of sequential and parallel Random Forest algorithm, s
Parallel Execution

Sequential Execution

2 threads 4 threads 8 threads GPU
55.731 29.133 18.483 12.687 0.668
o
o
;';j P~
- o
~
0o
SEQUENTIAL 2 THREADS 4 THREADS 8 THREADS GPU
EXECUTION

Fig. 9 Comparison of model training time using CPU and GPU

In Fig. 9 we can see that parallel training of Random Forest model is far more effective than sequential one.
We can also see that the training time of the model using maximum possible number of parallel threads is 4.4 times
less than the training time for sequential processing, but in comparison training using GPU is even more effective.
This indicates the high computing power of the graphic cards and the advantages of conducting parallel computing
using GPU.

Now let's calculate the experimental rates of acceleration and efficiency of parallel algorithms for different
number of threads, if parallel calculations are performed on the processor, as well as the rates of acceleration of
parallel algorithms for the GPU.
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Table 2
Acceleration rates for Random Forest parallel algorithm

Number of threads
2 4 8 GPU
1.913 3.015 4.393 83.43
8
— | [ |
2 THREADS 4 THREADS 8 THREADS GPU

Fig. 10. Diagram of acceleration rates for different number of threads (on the CPU), as well as when running on the GPU

As the number of threads increases, the acceleration rate increase too. However, in comparison to the
parallel computing using GPU, the acceleration we get when running algorithm using the CPU is much smaller,
which again indicates the high power of computing with a graphic card.

Table 3
Effectiveness rates for Random Forest parallel algorithm

Number of threads
2 4 8
0.957 1.508 0.549
2 THREADS 4 THREADS 8 THREADS

Fig. 11. Chart of effectiveness rates for different number of threads (per CPU)

In comparison to acceleration, efficiency does not increase with increasing number of threads, but rather
decreases. The reason is increasing the number of parallel threads that we use for computing increases the load on
the processor, which causes less computational efficiency.

Conclusions

Modern information technologies are increasingly used in the field of health care. Due to this, medicine
today acquires completely new features. In many medical studies, it is simply impossible to do without a computer
and special software for it. This process is accompanied by significant changes in medical theory and practice
related to adjustments both at the stage of training of medical workers and for medical practice.

The methods of data analysis for the prediction of cardiovascular diseases are mentioned in this paper. The
Cardiovascular Disease dataset was used for the study, which contains data on 70,000 patients with 12 features.
Medical data processing was performed using the RF machine learning algorithm, namely for classification
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according to the set parameters of human cardiovascular disease. Because it was necessary to work with a large
amount of data, the study was close to real.

The parallelization of this machine learning algorithm was also carried out, the obtained results showed that
high rates of acceleration and efficiency were achieved. Performing parallelization using CPU and GPU, it was
possible to compare the results of the time of calculation and processing of medical data. However, when comparing
our result with results [8], it is clear that the time required to train the model was reduced by 83.4 times when using
technology CUDA on the GPU.

Due to the advantage of the GPU in the number of processor cores, it was possible to train the classifier of
the RF algorithm 20 times faster than when training using CPU on 8 threads, which was the maximum available
number in our study. The RF algorithm is the optimal classifier for optimization by parallelization and allowed to
achieve good results shown in this paper.
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