ANALYSIS OF ALGORITHMS FOR READING OBJECTS OF INTERFERENCE BY TELEPRESENCE ROBOT

In this paper, we propose the development of a telepresence robot for object recognition. To do this, the authors get acquainted with different reading methods, their image processing speed and accuracy of reading other things and creatures in the environment they provide, then compare and choose the most optimal algorithm for different parameters. The goal is to develop software that allows telepresence robots to read objects of possible interference. The article describes and briefly describes the algorithms for touching the primary SSD model as Fast R-CNN and YOLO. A general description of the SSD model is given. It has also been described in more detail as an SSD model. The process of image processing and the stage of learning the functional model is provided. It was also explained why a solid-state drive is the best model in terms of accuracy and speed, even if the input size of this model is much smaller than the input size of its direct competitor - the YOLO model. In addition, there was a difference in a model building between the two object recognition models. It was described in detail the stage of learning the functional model, what formulas are used in the calculations and what they affect.
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Introduction

Computer vision is a scientific field in the field of artificial intelligence and related methods and technologies for obtaining images that contain objects from the real environment, as well as their direct processing and obtaining various data about them, which will later be used in applied tasks [1].

Most robots that can move (independently or with the help of the user) use different methods to read information from the environment. Some read terrain and distances with the help of lidars, others with the help of a camera recognize various objects that can be potential obstacles and determine with a certain accuracy what the objects are.

To facilitate certain types of work, they also use certain mechanisms that can perform certain tasks, such as manipulating certain objects, autonomous navigation, reading objects, and others.

At the moment, there are enough analogues of robots that perform the task of recognizing various objects, but they are aimed only at a narrow specialization. Therefore, the concept of "telepresence robot" is proposed in this robot, which will not only be able to travel with the help of a user who controls it remotely, but will also be able to read various objects on its way and transmit user images to its own screen to achieve "telepresence" effect.

Today there are the following types of tasks in this field:

1. Identification.
2. Object recognition.
4. Assessment of the situation.
5. Text recognition.
7. Video analysis.

Object recognition is one of the most popular topics in computer vision, so there are many methods by which
you can achieve the desired results in this topic.

Pattern recognition is a general group of non-informative data that are valuable and can be assigned to a certain class due to the selection of essential features[2].

There are many methods by which you can recognize objects, but most often use the following:

1. Use the search method to study the appearance of an object from different angles and scales.
2. With the help of the found contours of the object, its properties are investigated.
3. Use neural networks trained on a large number of examples.

A neural network is a computer system that learns different types of tasks and improves its performance by considering different correct answers, without a program designed for the task [3]. One example of such training is the recognition of images, among which there are pictures with a certain object and among which this object is not, so the network compares the results of learning and improves their results in this task.

Region Based Convolutional Neural Networks (R-CNN) is a family of machine learning models most commonly used in computer vision tasks, namely pattern recognition [4]. Briefly describing how this model works, it is worth noting the following main steps for it: first builds many regions where it is possible to find the image you are looking for, and then conducts a selective search for them to find a particular object in the region. Therefore, due to this algorithm, this model shows good results in reading objects, which is why it is also popular.

Single Shot MultiBox Detector (SSD) is one of the popular object recognition algorithms. The name of this algorithm speaks for itself: “Single Shot” means that tasks such as classification and localization are performed in one run of the neural network. “MultiBox” is the name of the limiting box regression technique. A “Detector” is an image detector that classifies objects found in images. If we briefly describe how this algorithm works, it divides the image into segments using a grid, after which each such cell will be responsible for recognizing objects in this area of the picture.

MobileNet is a fairly simplified architecture that builds lighter convolutional neural networks by separating convolutional layers, thus providing the optimal model for mobile and embedded computer vision programs [5].

Common Objects in Context (COCO) is a data set, a fairly popular database that is often used in pattern recognition tasks [6]. Due to the fact that this data set is open source - it is also used in deep learning programs. COCO contains hundreds of thousands of images, many of which already have tagged objects, which is another reason why this database is so popular.

Analysis of recent sources

Every year robotics develops more and more. The authors [1, 3] create new approaches to solving motion, localization, automation of robots. Many models achieve considerable success in solving various problems. Many technical complexes are designed for military purposes: target detection and elimination. Firefighters' robots are being created; rescuers work, able to get people out of the water from the rubble of fallen buildings. One of the many trends in robotics is the transition from telecontrolled systems, which require constant human participation to perform all the robot's actions, to autonomous systems. The operator only specifies the ultimate and intermediate goals. This is convenient for alien research, where a significant signal delay does not allow remote control [1].

Robots are created so that they can replace humans in difficult working conditions. For example, Google is developing unmanned vehicle technology. This project is led by engineer Sebastian Fran (S. Thrun), a professor at Stanford University. This car has travelled considerable distances with minimal human involvement in its management [2]. Earlier, in 2005, Sebastian Fran's Stanley project team won the DARPA Grand Challenge. The purpose of the competition was to create a fully autonomous vehicle.

To date, the problem of robot autonomy [4, 5] is very relevant. In their works, the authors [5-7] consider the robot's autonomy for the perception of the environment. Knowing the map of the area, the robot will be able to quickly determine the location of objects in space. One of the difficulties arises when the robot has no idea of the terrain and does not know its coordinates. In this case, he needs to make movements and create a map using various sensor devices and algorithms.

In this paper, the authors propose the development of object recognition robot telepresence. To do this, they learn about different methods of reading objects, their image processing speeds and the accuracy of reading other things and creatures in the environment they provide, then compare and choose the most optimal algorithm for different parameters.

The work aims to create software for recognizing objects with reliable accuracy, which will appear in the path of telepresence using machine learning methods.

To achieve this goal, the following tasks are solved:

1. Learning object recognition algorithms.
2. Implementation of an algorithm for object recognition with a sure accuracy using machine learning methods.
3. Study of the influence of parameters from the implementation of the algorithm by different methods of machine learning.

The object of research is algorithms for object recognition and methods for identifying such things.

The subject of the study is the MobileNet SSD model, which is designed for object recognition.
The scientific novelty of this study is the development of software for object recognition by telepresence of a robot using a machine file.

The theoretical basis for writing this work was foreign authors' works on the problems of automation and localization in robotics [6-9].

**Presenting main material**

To implement object recognition by a telepresence robot, you need to create a program that will directly detect these objects while showing good performance results and, most importantly, pattern recognition accuracy. Therefore, it was first necessary to compare and analyze different algorithms for reading things to determine which is most likely to work best on the mobile robot.

The main task of the work is to implement the most relevant robot algorithm for pattern recognition and comparative analysis, which will result in the accuracy of recognition. It will be argued that such an algorithm is most suitable for mobile devices or applications equipped with computer vision.

The implemented algorithm will be tested for efficiency with the help of video, which will present various objects, from people, transport, animals and ending with things that surround us in everyday life.

Because the program will not only recognize objects and circle them in frames but will also give assumptions about the names of these objects, as well as indicate the numerical value of this assumption, i.e. if, for example, a kitchen knife is depicted. The program will assume that it is scissors and will highlight in numbers the value of this assumption. It will be possible to understand better how wrong this assumption is.

In this way, it will be possible to correctly calculate the number of incorrect assumptions and, accordingly, correct ones, which will only improve the accuracy of comparative analysis of object recognition algorithms.

Information model [11] is a model that characterizes the features and states of an object, process or phenomenon, as well as demonstrates the relationship with the environment.

Information models are classified into the following categories:
1. Field of use.
2. Taking into account the time factor in the model.
3. The method of presenting models.
4. Language of description.
5. Implementation tools.

Based on the article's topic, it can be argued that the field of use is research because it is created to study specific characteristics.

If we turn to the category of "time factor", then for this work, the time factor is not of great importance, is it belongs to the type of static models, because over time, the result will not change.

The proposed information model refers to the formal ones where the research object is the accuracy of pattern recognition using a specific algorithm.

There is only the following limitation of the input data for this model: it will read only video because it will be a more realistic approach, as this algorithm should be used in the robot of telepresence. An example of the input video is shown in Fig. 1 a.

![Fig. 1. a) Input video; b) Example of the output video](image)

Figure 1 a shows a snippet from a demo video that has not yet been processed and that various objects have not yet been recognized. In Fig. 1 b shows an example of the program's output window, which clearly shows the recognition of multiple things.

The video is processed in the program, then cropped, and each of the frames of this video will be covered with a grid that divides the image into regions, which will further recognize where each such segment for the presence of different objects and then open a new window in which the processed video will be broadcast, and it will show the result of the program.

To start reading and processing the video sequence, which will later be displayed to the user as a video in which the program has already recognized the images, you must connect the OpenCV library.

Open Source Computer Vision Library (OpenCV) [12] is a library that provides tools for processing and analyzing image content. This library is sound because it allows for all the tools required to perform tasks related to image reading, text recognition or motion tracking, and more. It is written in the C++ programming language, but it
can also be used in Python, Java, Ruby and others. It is also worth noting that it can be freely used for academic and commercial purposes, so it was chosen for this thesis.

After installing the OpenCV library, you must also download the frozen graph of conclusions for the program to work correctly.

Freezing the graph [13] identifies and stores such necessary items as scales, charts, and others in one file, which can be easily applied in the program. This process is performed to lighten the load and reduce the total number of calculations. This eliminates unnecessary metadata, gradients, and learning values by packing all this data into a single file that can be saved to disk.

A .txt file has also been created, which will store the names of all possible objects that the model can recognize. The model can recognize up to 80 different classes of COCO data set items, which can be other types of machines and household items and living objects such as people, dogs, cats and so on. In Fig. 2, you can see the names of those objects and objects that the model can recognize.


Fig. 2. List all possible recognizable objects

In the COCO data set, images are taken from everyday life, a handy feature because they provide "context" to objects. This characteristic feature will make it easier to describe the environment in which a particular image was taken, as additional photos expand the general information.

In addition to the above-described feature of the COCO data set, it should also be noted that it allows for good marking and segmentation of objects in the image, making it much more intelligent to use such an image when performing a practical machine learning task, as it will improve detection efficiency and accuracy in this model.

It is worth noting that images in COCO and semantic segmentation also undergo panoptic segmentation. Panoptic segmentation is one of the image segmentation methods used for Computer Vision (CV) tasks [14]. The difference between these two segmentations is that the first (semantic) divides into regions and marks them with a specific color, but if, for example, in the image, there were several identical objects, such as three dogs. Still, different breeds, then this method is all 3- oh sketches in one color. In the case of panoptic segmentation, the main difference is that this method would draw those dogs in different colors, which gives a significant improvement in accuracy for the model that will read objects.

The functional model for this research should have the following functions:

1. Obtaining video input data.

   The input video can be shot directly by the camera, or you can download a familiar video. The proposed method will use the second method to show that the program recognizes various objects.

2. Processing of the input video sequence.

   The program must process the video sequence, break it into areas with a grid, and go to the next step.


   In each of the areas created by partitioning the image with a grid - to carry out the process of recognizing the site for the object's presence and if the desired thing is present, then admit it.

4. Output of work results.

   When the recognition process starts, a program window will open, which will display the input video sequence, but which has already passed the recognition process. It will show how the program recognized the objects in Fig. 3. The state diagram for the graphical representation of functions of the functional model is presented.

   Obtaining video input:
   - By using the OpenCV library, the video will be downloaded or read by the camera, depending on the situation;
   - After processing the video sequence by the OpenCV library, the algorithm will proceed to the next step;

   Input video processing:
   - The algorithm will split the image using a grid.
   - After applying the grid, the image will be divided into regions.

   Object recognition process:
   - Obtained after partitioning the area undergoes the process of object recognition.
   - In case of finding the necessary object - recognize it and select it.

   The process of displaying the results of the program:
   - A program window will open displaying the processed input video sequence.
Since the SSD uses only a single detector, it provides excellent results in terms of speed, so this algorithm assumes the boundaries of fields and classes directly from the function maps in one pass. For better accuracy, this method uses small convolutional filters, which are used to predict object classes and shift to boundary fields.

Because the SSD is so fast to process, this algorithm is often used in tasks where you need to recognize objects in real-time, so this algorithm was chosen to recognize images by a telepresence robot. Although the SSD is similar to the Fast R-CNN algorithm, it speeds up this procedure much faster. When in turn, the process in Fast R-CNN runs at 7 frames per second, which is much lower than the requirements for real-time recognition.

If we describe in more detail the operation of the SSD [15], it is worth telling the steps of the recognition process. So first, VGG16 removes function maps, then detects objects with convolutional layers. Then 4 object predictions are made for each cell. Each prediction consists of a boundary window and 21 points for each class (the highest type is chosen for the constrained object). And if the SSD did not detect any objects, it reserves a class of "0" to indicate where no objects were found.

After removing the feature maps, the SSD applies 3 × 3 convolution filters to each cell to make predictions. It is worth noting that these filters work in the same way as conventional CNN filters.

Many different object recognition algorithms benefit from each other in various parameters and aspects. Therefore, to choose which of these methods is most suitable for the "eyes" of the telepresence robot, it was necessary to analyze them for advantages and disadvantages.

1. Fast R-CNN
   It is a learning algorithm for object detection based on the method of a fast convolution network based on regions. The difference between this algorithm and similar R-CNN and SPPnet is that it considers the shortcomings of these methods and solves them in its implementation. The disadvantages of the above-mentioned parallel algorithms were in accuracy and speed - this algorithm shows much better results.

   Advantages of this method:
   1) Compared to plain R-CNN and SPPnet shows much better accuracy values.
   2) Training is short, only one stage and uses multitasking losses.
   3) All network levels can be updated through the learning process.
   4) Does not use disk storage to cache functions.

2. You Look Only Once (YOLO)
   This algorithm [16] is one of the most popular for solving object recognition problems. The base model
YOLO processes images in real-time at a speed of 45 frames per second, which is quite impressive. But in addition, there is an even smaller version of this network, which was able to surpass the above. Its speed is 155 frames per second. Thus, this algorithm exceeds other image detection algorithms, such as Deformable part models (DPM) and R-CNN. But it should be noted that this algorithm does not work correctly with mobile devices and robotics, so when choosing the algorithm for this thesis, SSD was chosen because it works well with mobile devices.

In Fig. 5 you can see a brief description of how this algorithm works:

![Fig. 5. Image recognition process using YOLO](image)

First, YOLO resizes the image so that filters can be applied, after which a convolutional neural network is started, which performs object recognition. At the end of this algorithm, there is no maximum restriction.

3. SSD

The SSD only needs an input image and the correct groups of objects specified during training. Then use the convolution to estimate a small set of the same default groups. Still, they will have different aspect ratios in each location on other function maps with different scales.

These steps are well illustrated in Fig. 6:

![Fig. 6. The process of image processing using an SSD](image)

The algorithm then begins predicting the shape offset for each default field and the identification for all object categories. The training first combines the default fields, which contain the correct information about the objects.

It is also worth describing how this model is built. The SSD model is similar in structure to the R-CNN model, with the only difference that the first fully truncated core network was joined by folded layers, which gradually decreased in size. Thanks to this feature, the SSD model can detect and predict objects at different scales. It is also worth noting that each added functional layer can create a fixed set of detection predictions in this model. With the help of such groups and convoluted filters will perform their function. In Fig. 7 they are listed above the SSD model. For some particular layers having a size m × n with p channels, the main prediction element for such media is the potential detection parameter. This is a 3 × 3 × p core, created by either an estimate for the category or an offset of the shape relative to the standard window coordinates. Thus, the initial value is obtained in those places where the kernel will be used for each of the m × n places.

In Fig. 7 you can see what the SSD model looks like. This figure clearly shows where exactly several end layers are added to the end of the leading network:

![Fig. 7. SSD model](image)

Layers that have been added to the end of the core network involve shifting to fields of different scales and sizes and associated predictive confidence.

By default, a set of bounding boxes is combined with each cell of the object map at the top of the model. By default, fields enclose a map of objects convolutely. Due to this, the position of each area becomes fixed according to the cells. For each such cell, an offset is provided relative to the standard window shapes in the cell. In addition, class evaluations also indicate that the desired example of a class is present in such fields. In Fig. 6 you can see the images
of the bounding boxes, they are similar to R-CNN, but they are applied to several function maps with different resolutions. Due to the permission to use other forms of function maps, this permission allows you to discretize the space of possible output boxes effectively.

It is also worth briefly showing the results of the comparison between the SSD and the YOLO model and, in the end, make sure that the SSD model provides the best accuracy results. In fig. 8 you can see a comparison of these models.

Although the SSD model has an input size of 300 × 300, while the YOLO model has an input size of 448 × 448, the SSD exceeds its opponent inaccuracy and speed. In fig. 8 shows that the end of the Single Shot Detector produces 59 frames per second, and YOLO only 45 frames per second. These measurements were taken from the VOC2007 test [17].

Training in this model also has its feature. The SSD assigns accurate information to specific outputs in a fixed set of detector outputs. When the model has coped with the last step, the assignment of loss functions follows, the method of error backpropagation is performed at the end.

Let $x_{ij}^p = \{1,0\}$ - indicator for matching the $i$-th default window from the $j$-th truth field of category $p$.

We will have the following: $\sum_i x_{ij}^p \geq 1$. Thus, the total loss function is the weighted sum of localization losses and loss of confidence (Formula 1).

$$L(x, c, l, g) = \frac{1}{N} (L_{conf(x,c,c)} + \alpha L_{loc(x,l,g)}),$$

where $N$ is the number of default fields. If $N = 0$, then the loss is also set to 0. The parameter $l$ is the assumed block. The value of $g$ is a parameter of the main window. Similar actions are found in the R-CNN model, where regression to the offsets for the center ($cx, cy$) of a typical constraint window and its width and height values is also performed.

Loss of confidence is the loss of "softmax" due to the confidentiality of several classes ($c$) (Formula 2).

$$L_{conf(x,c,c)} = - \sum_{i \in \text{pos}} x_{ij}^p \log(c_i) - \sum_{i \in \text{Neg}} \log(c_i),$$

$$c_i = \frac{\exp(c_i)}{\sum_p \exp(c_i)}$$

where by cross-confirming the value of the weight term $\alpha$ becomes equal to 1.

For detection, the SSD model uses both the lower and upper function map, which is designed for detection. In fig. Figure 7 shows two examples of exemplary functions, sizes 4 × 4 and 8 × 8, which are used in the framework. But in fact, use much more of these with small computational overhead. It is known that the network at different levels has completely different maps of objects. They have different empirical sizes of favourable fields. But due to the peculiarities of the model, the bounding box should not correspond to the actual susceptible areas of each layer. They first create specific function maps that have learned to respond to and recognize precise scales of objects to do this.

The Python programming language and the OpenCV library were used in this study. More details on all tools for the study are listed in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Development library / Tool</th>
<th>Using</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The libraries and tools listed in Table 1 are quite critical for program development. Only if, for example, there is a situation when it is not possible to get a ready-made SSD model, then there will be a way to train this model again, which in turn will spend extra time.

The main requirements for the software are given in Table 2, which briefly describes the characteristics of the computer for the development of the robot program.

### Table 2

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating System</td>
<td>Windows 10 Home</td>
</tr>
<tr>
<td>Processor type</td>
<td>Intel Core i5-7200U</td>
</tr>
<tr>
<td>Clock frequency</td>
<td>2.5 GHz</td>
</tr>
<tr>
<td>Number of cores</td>
<td>2 cores</td>
</tr>
<tr>
<td>Number of threads</td>
<td>4 threads</td>
</tr>
<tr>
<td>The amount of RAM</td>
<td>8 GB</td>
</tr>
<tr>
<td>Type of RAM</td>
<td>DDR4</td>
</tr>
<tr>
<td>Video card type</td>
<td>Nvidia GeForce GTX 950M</td>
</tr>
<tr>
<td>Video memory</td>
<td>4 GB</td>
</tr>
<tr>
<td>A programming language</td>
<td>Python 3.8.5</td>
</tr>
</tbody>
</table>

If you omit the steps with downloading SSD model architecture files, scales and configuration of this model, as well as the COCO data set, you can select the following parts of the program:

- Video processing.
- Identification and recognition of objects.
- Demonstration of the program.

During the video processing stage, the program will start its work after the user specifies the name of the video file and, accordingly, starts it. The video processing procedure itself is the division of video frames into certain areas or regions, in which the presence of objects will be checked in parallel with each other, after which the SSD model in case the object was found will "notice" it and determine it with its own trained knowledge, after which the frame of this object will be distinguished not only by a certain frame, but also by the name given to it by the SSD model.

The process of object recognition has been described in more detail above. Additionally, it is necessary to provide numerical characteristics of accuracy and quality of models as alternatives. And it is difficult to say which of the models is the best, because often for real programs make a choice to get a good balance between accuracy and speed. In Table 3 shows the average accuracy and number of frames per second for the methods described above.

### Table 3

<table>
<thead>
<tr>
<th>Method name</th>
<th>Average accuracy of pattern recognition</th>
<th>Number of frames per second</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLO</td>
<td>73.2</td>
<td>7</td>
</tr>
<tr>
<td>Fast R-CNN</td>
<td>66.4</td>
<td>21</td>
</tr>
<tr>
<td>SSD</td>
<td>74.3</td>
<td>46</td>
</tr>
</tbody>
</table>

From table 3 you can see that the best results are obtained by the SSD method. It provides the best frame rate per second - 46, which is much higher than the YOLO or Fast R-CNN method. These values were obtained during testing of various detectors for accuracy and speed in various tests, one of which was Pascal VOC 2007 [17].

The highest value of the number of frames per second was recorded in the YOLO method and was as much as 91 frames per second, which is a very good result. In the SSD method, the highest recorded value was 59 frames per second, and the lowest 22.

It is also worth mentioning the size of the training sample, which was used to train these models. Data from the training sample can be observed in the following table 4:

### Table 4

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SSD</th>
<th>YOLO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training epochs</td>
<td>176000</td>
<td>5000</td>
</tr>
<tr>
<td>Batch size</td>
<td>From 6 to 10</td>
<td>From 4 to 8</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001, 0.004</td>
<td>0.0001, 0.01</td>
</tr>
</tbody>
</table>

Table 4 clearly shows that the SSD model went through much more training epochs, which qualitatively later reflected on the recognition accuracy, which was shown in Table 3. The SSD model compared to the YOLO model studied with more images, from 6 to 10.
Table 5 shows the number of true and false predictions of SSD and YOLO models. It can be seen that the SSD model performs much better in false positive predictions than the YOLO model, which indicates that its feature recognition filters work correctly and rarely give incorrect predictions.

The next part of the program is a demo window, which will display the downloaded video, which was previously processed by the SSD model, resulting in the frames of this video file will show a frame of a certain size (depending on the object) around a particular object, which model SSD was able to recognize. Also, in addition to the framework, the model will be the name of the subject, the choice of this name will be based solely on knowledge of the model obtained during training, so you can not be one hundred percent sure that the prediction will be correct.

In fig. Figure 10 shows what the program demo window looks like when the program successfully processed a video file and recognized certain objects in this video sequence:

![Fig. 10 Demonstration of the program](image)

In fig. 10, the program successfully recognized the bus and highlighted it in the video.

Because the user will not work directly with this algorithm and SSD model, no user interface was provided for this. Because this implementation should work directly in the camera, the presence of telepresence is to be autonomous.

The only opportunity for the user of the final product is the presence of telepresence, to see the program's work that recognizes objects will be only when controlling the robot and watching the broadcast of its camera, in parallel with which the SSD model will work and recognize images.

The user will also need to change the video file's name, which will be specified in the program code, because, most likely, his video file will have a completely different character. After all the preparatory steps have been completed, the user must run the program code. The program will open a window in which the user's downloaded file will be displayed, but which has already been processed and has found objects that the program uses can recognize.

![Fig. 11. Comparison of the resolution of the program demo window](image)

When the program window opens, the user will have several options for what to do next. The first option is to watch the playback of the processed video and make sure the program works. After the timing of the video reaches its logical conclusion, the program window will close, and in the console of the program in which the code was run, all numbers of found objects will be displayed. Recognize this SSD model.
Depending on the extension of the downloaded video file with this extension, the program window will open because this program will be programmed in the future in the robot of telepresence, which will have its video camera, which will have a fixed value of the expansion of the playable video files.

Therefore, in the program at this implementation stage, the processed video using the SSD model is configured to expand the video sequence loaded into the program. In fig. 11 clearly shows how the program displays high-definition video. Thus, depending on which extension the video file will be processed, there will be a software demo window with such a resolution.

Figure 12 shows how the software demo window displays the processed low-resolution video sequence:

![Fig. 13. Comparison of the resolution of the demo window of the program](image)

The second option for the user is to temporarily close the program window in case the video viewing is sufficient. To do this, while displaying the processed video, press the "E" key on the keyboard. After that, the demo window of the program will close, and the user will be able to change the name of the video file in the program code or start the program again.

**Conclusions**

Thus, the work characterised the subject environment, and the main task for this research was formulated. This task was the implementation of an algorithm that will later be used in the robot of telepresence. The purpose of this algorithm was to identify objects that could be potential obstacles to the robot. The implementation of this algorithm was found using the SSD model, the operation of which was described in detail in the second section.

In the presented research, the analysis of the subject area in which it is described in what field of use, the language of the description and a way of representation of models was carried out. The design of data structures was also carried out, where it was described in more detail and explained how the program reads and receives data.

In addition, a functional model was designed, described how the main stages of this software implementation, and for a better understanding of the UML state diagrams, which provides a general view of the program. In addition, the mathematical and algorithmic support of this study was explained, similar detectors of objects were given, the basic principle of their operation was described and why the SSD method was chosen.

In addition, an analysis of software implementation was conducted. Describes how the processes of reading, processing and output of the boot video. The program guide was also provided. This guide explains how the user can interact with the program, namely run it, download the video file that the program should process, how the demo window will open and how to close the window.

A comparison was made between three detectors of objects considered to be quite good. It was determined which methods show the best results of accuracy and speed, and the corresponding data are presented in tables and figures.
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