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TECHNICAL VISION SYSTEM WITH ARTIFICIAL INTELLIGENCE
FOR CAPTURING CYLINDRICAL OBJECTS BY ROBOT

The article presents a variant of working with a system of technical vision, which recognizes cylindrical objects. This vision
system based on artificial intelligence, which allows you to determine the circles in the image. The coordinates of the value of the
circle are necessary for the exact positioning of the robot manipulator. The calculation of the gradient and threshold separation
determine the gaps in the intensity of the image of the object. These methods define pixels lying on the border between the object
and the background. The further process consists in connection of the segments of a contour separated by small intervals, and in
association of separate short segments. Thus, contour detection algorithms accompanies by procedures for constructing object
boundaries from the corresponding pixel sequences. The resulting image has sufficient information for artificial intelligence analysis
to detect the circle. The software is developed and experimentally tested in operation. The operation of the technical vision system
experimentally tested in the work, namely the capture of a cylindrical object. Work vision systems has been experimentally proven
to work and is passionate cylindrical object. The coordinates of the value of the circle, which are necessary for the exact location of
the robot manipulator were determined by artificial intelligence in 41 milliseconds. The obtained coordinates were transmitted to the
microprocessor to adjust the position of the manipulator. The robot accurately captured a cylindrical object.
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XMebHULBKU# HalllOHATbHUN yHIBEpCUTET

CUCTEMA TEXHIYHOTI'O 30PY 3 HITYYHUM IHTEJIEKTOM
JUIS BAXOIVIEHHSA IWITHAPUYHUX OB'€EKTIB POBOTOM

Y crarTi npegcrasneHmii BapiaHT poboTyu i3 CUCTEMOKO TEXHIYHOIO 30pYy, SKa PO3IMBHAE UMIIHAPUYHI MPEAMETH. Lis cuctema 30py,
3aCHOBaHa Ha LUTYYHOMY IHTE/IEKT], 1O AO3BOJISE BU3HAYaTH KOJIA Ha 306pPaxeHHl. Bysia po3pobrneHa @yHKyloHalbHa giarpama pobotv pobora 3
CUCTEMOIO TEXHIYHOIO 30py. LIS LIbOro MpPOBEJEHO aHasli3 PoBOTU CUCTEMU TEXHIYHOIO 30Dy, BU3HAYEHO HOIr0 MOX/MBOCTI Ta 334adi, WO MOXYTb
BUKOHYBAaTUCh. PO3pO6/IEHO KOOPAMHATHI LIEHTPI A/IS1 KOXKHOIMoO €/1EMEHTa CUCTEMM, ByJI0 BU3HAYEHO Ta 3aNpPONIOHOBAHO iX NEPETBOPEHHS. CucTema
TEXHIYHOro 30py 3a6€3re4nsia KOOPANHALIIO MOJIOKEHHS UWTIHAPHYHOrO OO EKTY A/IS1 CUCTEMU YIIPaB/IiHHS POOOTOM. BU3Ha4YeHo MaTpuLio, Lo MOXe
BUPILLNTY 334a4y BAANTUBHOIO 03MLIOHYBAaHHS, TAKOX BOHA BU3HAYAE [POrPamMHi 3Ha4YEHHS BCIX KEPOBAHWX KOOPAMHAT MOTOYHOro pobo4oro
[HTEpBasy | BUPOBIISE KEPYIOYY A0 Ha NPpHBOAN A1 06POBKU POrpamMHuX 3Ha4YeHb i3 MOTPIOHUMU KOOpAMHAaTamu. TaKox po3pobrieHo nporpamHe
3a6€3MeYEHHS] HA OCHOBI LUTYYHOIrO IHTE/NEKTY, 3aBAAHHSIM SIKOI € MIKCE/IbHA 06yA0Ba 306paxeHHs] 00 €KTa. OTPUMAHE 300DaXEHHST aHasli3yeTbCs
LUTYYHUM JHTESIEKTOM [U151 BUSHAYEHHSI KOJIA Ta MOro LIeHTPY. B OCHOBI METOAY € PO3PaxyHOK rpagieHTa, TO6TO ropir rnoginy - BUIHaYaroTb MporaamHu
B [HTEHCUBHOCTI 306paXeHHS 00 '€KTa. BOHN BU3HAYaOTb MIKCEST, LYO /IEXATL Ha MEXI MiX 06 €KTOM | QOHOM. Ham rnoTpibHo rnobyayBartv BCi NPSMI, Lo
MPOXOAATL YEDPE3 KOXHY 1apy TOYOK, a 10TiM 3HaWTVU BCI MIGPAAKN TOYOK, G/IU3bKUX A0 MEBHUX MPAMUX. TaKuUM YUHOM, a/IropUTMU BUSIBIIE HHS
KOHTYPY CYnpOBOMKYIOTLCS MPOoLEdypamu robygosu Mex O06'€KTa 3 BigrMoBIAHUX MOCIGOBHOCTEN rliKceniB. OTpUMAHe 306PaXEHHS MAE [OCTaTHIO
[H@OpMaLito 415 aHasNBy LWTYYHUM [HTE/IEKTOM HA MPEAMET BUSB/IEHHS KO/IA.

Pobota cucremn TEXHIYHOro 30py 6y7ia EKCIEPUMEHTAE/IbHO MEPEBIPEHa B POOOTI, a came 3axOr/IEHI UNTIHAPUYHOro o6°ekTy. KoopanHatym
3HAYEHHS KO/1a, SKI HEOOXIAHI A4/151 TOYHOIro PO3TallyBaHHs poBOTa-MaHiryI Topa 6y/m BUSHAYEHT LUTYYHUM IHTENEKTOM 3a@ 41 minicekyray. OTpumani
KoopanHaTy 6ysm nepesari 40 MIKPONpoLecopa 4715 KOPEKTYBAHHSI 0/I0XKEHHS MaHIy/1ISTopa. 3axBaT poboTa TOYHO 3aX0MUB LNIIIHAPUYHI OO EKT.

Kito4oBi ¢r108a: poboT, cuCTEMAa TEXHIYHOIO 30pY, KOOPANHATA.

Introduction. The robots with the technical vision system (TVS) are widely and successfully in many
industries in such operations as control and rejection of various parts and products in appearance, assembly of
components, product packaging, installation of electronic circuits, routing of material flows in flexible production
systems, management of transport mobile robots.

The role of adaptive robots with technical vision and elements of artificial intelligence is growing even
more with the expansion of the robotics process in such areas as construction, agriculture and forestry, utilities,
everyday life, where the working environment is complex. TVS is needed for robots designed to study outer space
and underwater, which are used to extinguish fires and other natural disasters. In such cases, the TVS should provide
not only data for direct generation of feedback signals in the control of robot movements and transmission of
environmental information to the human operator, but also information for the robot to form a model of the working
environment for automatic action planning [1, 2].

The functional tasks of TVS can divided by the level of their relative complexity. The basic tasks usually include:

— detection of the presence of the object;

— measuring the distance to the object, its linear and angular displacements;

— measurement of geometric parameters of the object (linear and angular dimensions, area, etc.);

— determination of physical characteristics of radiation from the object;

— counting the number of objects, etc.

Complex tasks are perform by the TVS which provides the control system of the manipulation robot with
the information that need to capture disordered objects. Such tasks include:

— overview of the working scene (flat or spatial) to find a certain desired object — one or one of several that
lying in isolation from each other;

— determining the location and orientation of the object;
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At the same time, objects can differ not only in size and shape (silhouette), but also in texture, color, etc., at
rest or in motion. This example expresses the fact that the relative complexity of the functional tasks of TVS
characterize by a number of indicators, which will show below:

The dimension of the scene consideration is define. Spatial problems that require the analysis of three-
dimensional scenes are usually much more complex than "flat" problems, in which it is enough to process images of
one two-dimensional projection of the scene on the picture plane. The intermediate position occupies by quasi-plane
problems, where the picture plane consider with the addition of information about the distance of visible points of
the image.

Degree of isolation of objects. On this basis, the tasks of TVS are classified as follows (in ascending order
of complexity): problems with a single object; problems with several isolated objects in the image; problems with
images of objects that touch each other; overlapping tasks from one work scene object to another.

Homogeneity of objects. This feature characterizes the complexity of the classification problems facing
TVS. If all the objects that can presented by TVS are identical, this problem does not arise at all. If there are a
number of different objects, the task of classifying them is more complex, the more similar their images are, that is,
the more features are needed to describe the differences of each object from the rest at once.

Stationarity of the working scene. Images of objects at rest are easier to process and analyze than images of
objects moving relative to video sensors.

Number of image elements. The larger the field of view and the higher the required resolution of the TVS,
the more difficult the task, because you have to process more elements of the resulting image (pixels).

The number of gradations of brightness. Problems in which it is enough to analyze the silhouettes of
objects, ie to work with two-graded (binary) images, are usually solved more simply than tasks that require the
analysis of multi-graded (halftone) images.

Spectral composition of the video signal. To endow a robot with the ability to perceive color images, to put
it simply, is more difficult than to equip it with monochromatic vision.

Main part. TVS can solve the more complex problems, taking into account all the sets of described criteria
and get higher the level of functional flexibility (intelligence) of robot that provide with its help [3, 4]. TVS must
provide to fulfill its functional purpose in the general case as:

perception of the optical signal and image formation;

image pre-processing in order to reduce noise exposure,

improve contrast, correct distortion, compress information; segmentation of the image of the scene into its
component parts - selection of the necessary objects, their fragments, or characteristic features;

description of images — calculation of their geometric and other characteristics, determination of classifying
features, identification of position and orientation; image analysis for pattern recognition or object classification and
scene interpretation based on the problem environment; transfer of the obtained results to the robot control system.

Creating a TVS robot, corresponding to its specific functional purpose, includes the following steps:

— setting the task at the content level and creating a technical task on the TVS;

— choice of structural and functional schemes of TVS;

— mathematical formulation of problems of TVS functional blocks;

— development of algorithms for solving functional problems;

—the choice of means of implementation of algorithms and specification of technical characteristics of
hardware, hardware-software and software blocks of TVS in accordance with the technical task;

— hardware and software development.

The general scheme of the robot equipped with TVS, together with sensors of the external information,
show on fig.1. The robot sensory system provides the control system with information about the current situation in
the external environment: the size, type, parameters, location and orientation of objects manipulated the correctness
and quality of the robot's technological operations, the existence of obstacles and ways to overcome them, etc.

In accordance with the following scheme, the information from the TVS comes to different levels of the
control system. For example, data on the location of obstacles is required at the highest level to build a model of the
working environment, in order to plan the work of the robot. The results of object classification need at the strategic
level to divide the general action plan into specific manipulation operations, setting their sequence and parameters.

Information about the location and orientation of objects is necessary for the formation at the tactical level
of the movements of the working body and the parts of the manipulator, which in turn build the program laws of
coordinated change of the respective degrees of mobility. Information about the deviation of the actual trajectory
from the programmed one used to generate control signals on the drives. It is need for during program processing in
order to correct the movement of the working body of the robot.

It is often difficult to separate the tasks of the described levels of control in real robotic systems. The functions of
the high levels take over by the human operator. The lower level of the control system physically implement directly in the
power units of the actuators, and other levels built on universal or specialized measuring units.

The general functional scheme that show in fig. 1 corresponds to the case of connecting the TVS to existing
software control devices of the robot, which are divided into devices of cyclic, positional, contour and position-
contour control.
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Fig. 1. Functional diagram of robot with TVS

Statement of the problem of adaptive positioning of the manipulator when capturing a non-oriented part
lying on the working plane.

The robot must take an object, the position and orientation of which on the work plane are determined by
the TVS from the information coming from the webcam, which is fixed above the stage. We introduce the following
coordinate systems: OaXaY.Za — absolute, O,X,YoZ, — associated with the object, OpX,Y,Z, — associated with the
basis of the work, 0;X,;Y-Z, — associated with the capture, O«X«Y«Z« — associated with the camera, more precisely
with its image plane, on which the image of a working field is displayed (Fig. 2).

Convenient mathematical apparatus of homogeneous coordinates when calculating transitions from one
coordinate system to another. Homogeneous coordinates of a point in three-dimensional space are called four
numbers 4, hz, hs, hy, which are not equal to zero and are associated with its Cartesian coordinates x, y, z
ratios x= h]/h4,y= hy/ hy, z= hs/hy.

For example, the point (x, y, z) corresponds to the vector of homogeneous coordinates (%;, A2, h3, 1). Using
homogeneous coordinates, we describe the transition from some coordinate system O,XYZ to the system O1X'Y'Z ',
shifted and rotated relative to the first:

W =T} -h, o (D)

where /' is the vector of homogeneous coordinates in the new system;
h is a vector of homogeneous coordinates in the old system, and the transition matrix has the form:

xx/ yX’ ZX ox’
X y z, 0
1 / / / /
T() - Y Y Y oYy , (2)
0
Xy Yy Zy oz’
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Fig. 2. The coordinate system of the robot and the TVS

Here, the last column is a vector of homogeneous coordinates of the origin of the original system in the
new coordinate system, and the 3x3 matrix describes the rotation of the old system relative to the new one.

The robot must bring the gripper to a position where the object would be inside, and their orientation
provided a secure grip on the object to perform the task. The position and orientation of the gripping device describe
as a 4x4-transition matrix 7%, which determines the rotation and parallel transfer of the system O,X,Y,Z, relative to
any selected coordinate system, in which it is most convenient to set the desired state of the gripping device.

We can say that the position of the system O¢XoYoZo in the picture plane of the webcam describe using a
matrix:

cos@p —sin@

0 x4
singp cosp 0 y,

1

0

7K = , 3
0 0 0 0 3)

0 0 1

where ¢ is the angle of orientation of the object in the working plane, which can be found by the TVS in
real time, as well as the coordinates of the geometric center of the silhouette of the object.

Note that you can immediately draw the caliber of the camera, so that bypassing the intermediate
transitions to the absolute coordinate system. We obtain a matrix that connects the systems O.X«Y«Z¢ and
0,X,YpZp. Using this matrix, the calculation of the software state of the gripping device on the next portion of

information about the coordinates X , }; and orientation ¢ of the object coming from TVS is slightly simplified.
(), =réTery, @)

TVS provided targeting to the robot control system, which on the matrix can solve the problem of adaptive
positioning, and it determine the program values of all controlled coordinates of the current working interval and
produce a control action on actuators to process program values with the desired orientation (Fig. 3).
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Fig. 3. Robot is preparing for capture cylindrical object in zone of TVS

Segmentation is the process of dividing a scene into its constituent parts or objects. Segmentation is one of
the main elements of the automated system of technical vision, because at this stage of processing objects are
selected from the stage for further recognition and analysis. Segmentation algorithms usually base on two
fundamental principles: discontinuity and similarity. In the first case, the main approach base on the definition of
contours, and in the second - on the definition of the threshold level and the expansion of the area. These concepts
are applicable to both static and dynamic (time-dependent) scenes. In the latter case, motion can be a powerful tool
for improving the performance of segmentation algorithms.

Methods — calculation of the gradient, threshold separation — determine the gaps in the intensity of the
image of the object. Ideally, these methods define pixels lying on the border between the object and the background.
In practice, this series of pixels rarely fully characterizes the border that have noise, gaps at the border due to uneven
lighting and other effects that lead to image blur. Thus, contour detection algorithms accompanies by procedures for
constructing object boundaries from the corresponding pixel sequences.

One of the simplest approaches to connecting contour points is to analyze the characteristics of pixels in a
small area (for example, in an area of 3X3 or 5X5) of each point (x, y) of an image that has already undergone a
contour detection procedure. All points that are similar (the definition of the similarity criterion is given below) are
connected, forming a boundary of pixels with some common properties.

In this analysis, to establish the similarity of the contour pixels, it is necessary to determine:

— the magnitude of the gradient required to build a contour pixel;

— direction of the gradient.

The first characteristic is denoted by the value G[f(x, y)].

b 1/2

2
GLf (x. )] =[G, +G*]" = (@j +(@j ,
ox ox

GLf (0] G, [+]G, . ®)

Thus, the contour pixel with coordinates (x', y’) is similar in magnitude in the previously defined
neighborhood (x, y) of the pixel with coordinates (x, y), if the inequality is true

|GLf G ] =GLA(X VIIIST, (6)

where 7 is the threshold value.
The direction of the gradient is set by the angle of the gradient vector defined in the equation

c |G
=g | o

0 X

y

where @ is the angle (relative to the x-axis) along which the rate of change is most important. Then we can
say that the pixel angle of the contour with coordinates (x', y') in some area (x, y) is similar to the pixel angle with
coordinates (x, y) when performing the following inequality:
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where 4 is the threshold value of the angle.

The direction of the contour at the point (x, y) is actually perpendicular to the direction of the gradient
vector at this point. However, to compare the directions, the inequality gives equivalent results.

Based on these assumptions, we connect a point in some plane (x, ) with a pixel that has coordinates (x, ),
if the criteria for magnitude and direction met. Moving from pixel to pixel and representing each joining point as the
center of the plane, the process repeat for each point of the image. A standard library procedure use to match light
intensity levels to contour pixel sequences.

The goal is to determine the size of the rectangles with which you can build a quality image. Construction
of such rectangles is carried out as a result of definition of strictly horizontal and vertical contours. The further
process consists in connection of the segments of a contour separated by small intervals, and in association of
separate short segments.

Consider the method of connecting boundary points by determining their location on the curve of a special
kind. First, assuming that n points give on the x-plane of the image, it is required to find subsequences of points
lying on straight lines. One possible solution is to construct all the lines passing through each pair of points, and
then to find all the subsequences of points close to certain lines. The task associated with this procedure is to find the
nln — 1)/2~n? lines and then make comparisons n{n — 1}/2~n%of each point with all the lines. This process is

time consuming from a computational point of view, except for the simplest applications.
This problem solve in another way, using the approach proposed by Hoag and called the Hague
transformation. Consider the point (x; ;) and the general equation of a straight line ¥ = @x; + b;. There are an

infinite number of lines passing through the point (x; y;), but they all satisfy the equations ¥ = ax; + b;. at different
values of a and b. However, if we write this equation in the form b = —mx; + 3, and consider the plane ab

(parameter space), then we have the equation of one line for a fixed pair of numbers, associated with a point (x; y;) at
a point (a’, b"). Where the values of a’ and b’ are the parameters of the line on which the points (x; y;) and points (x;
;) are located in the xy plane. Virtually all points located on this line in the parameter space and have intersection
lines at the point (a', b').

The problem with representing a straight line by an equation ¥ = ax; + b; is that both parameters a and b

tend to infinity if the line assumes a vertical position. To eliminate this difficulty, a normal representation of a
straight line in the form is used
xcosd + ysing = §. (10)

This representation is used to construct a table of collecting elements in the same way as the method
described above, but instead of straight lines, we have sinusoidal curves in the plane 6. As before, the M points
lying on the line xcos# + ysing = § and correspond to the M sinusoidal curves that intersect at the point (6; p;) of

the parameter spaces. If the method of growth &is used and the corresponding p is found for it, the procedure gives
M points in the collecting element A4 (i, j) connected with the point (6, p;).

Based on the above, a system of technical vision developed according with [6, 7].

The TVS consists of a webcam connected to a computer. Special software "Detector” reads the image from
the camera and it digitize. The software uses artificial intelligence that based on a neural network. The artificial
intelligence has been trained in 18,000 images of circles and cylindrical objects. The circle is determined in a few
milliseconds. The coordinates of the center of the circle and the values of the radius transmit to the robot control
unit. The obtained data adjust the position of the manipulator to capture the object. The robot captures a cylindrical
object accord by algorithm that create and download early.

The general view of the program "Detector" show in Fig. 4.

Conclusions. Registration of the presence of the object in the field of view of the sensor of external video
information (video sensor); allowed to count the number of objects in the field of view or those that passed in front
of the video sensor. Reading and decryption of labels, as well as the detection of obstacles to the movement of the
robot allows you to calibrate the program code, as well as calibration of the geometric parameters of the
manipulator, linking it to the coordinate system of the workspace. This allows us to measure the geometric and
physical parameters of objects, to control the products for visible defects, completeness, and compliance with
standards. Determining the position and orientation of objects in the work area of the robot depends on measuring
the speed of moving objects and visual control of the correctness of the robot.

The software is developed and experimentally tested in operation. The operation of the technical vision
system experimentally tested in the work, namely the capture of a cylindrical object. Work vision systems worked
experimentally and is passionate cylindrical object. The coordinates of the value of the circle, which are necessary
for the exact location of the robot manipulator determined by artificial intelligence in 41 milliseconds.
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Fig. 4. Operation of the technical vision system program

The obtained coordinates transmitted to the microprocessor to adjust the position of the manipulator. The
robot accurately captured a cylindrical object.
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