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A NOVEL METHOD  

OF MEDICAL CLASSIFICATION USING PARALLELIZATION ALGORITHMS 
 
Methods of machine learning in the medical field are the subject of significant ongoing research, which mainly focuses on 

modeling certain human actions, thought processes or disease recognition. Other applications include biomedical systems, whic h 
include genetics and DNA analysis. The purpose of this paper is the implementation of machine learning methods – Random Forest 
and Decision Tree, further parallelization of these algorithms to achieve greater accuracy of classification and reduce the t ime of 
training of these classifiers in the field of medical data processing, determining the presence of human cardiovascular disease. The 
paper conducts research using machine learning methods for data processing in medicine in order to improve the accuracy and 
execution time using parallelization algorithms. Classification is an important tool in today's world, where big data is used to make 
various decisions in government, economics, medicine, and so on. Researchers have access to vast amounts of data, and 
classification is one of the tools that helps them understand data and find certain patterns in it. The paper used a dataset consisting 
of records of 70000 patients and containing 12 attributes. Analysis and preliminary data preparation were performed. The Random 
Forest algorithm is parallelized using the sklearn library functional. The time required to train the model was reduced by 4.4 times 
when using 8 parallel streams, compared with sequential training. This algorithm is also parallelized based on CUDA. As a result, the 
time required to train the model was reduced by 83.4 times when using this technology on the GPU. The paper calculates the 
acceleration and efficiency coefficients, as well as provides a detailed comparison with a sequential algorithm. 

Key words: machine learning method, random forest algorithm, CUDA technology, acceleration, efficiency factor. 
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НОВІТНІЙ МЕТОД МЕДИЧНОЇ КЛАСИФІКАЦІЇ З ВИКОРИСТАННЯМ 

АЛГОРИТМІВ ПАРАЛЕЛІЗАЦІЇ 
 
Методи машинного навчання в медичній галузі є предметом значних постійних досліджень, які в основному 

концентруються на моделюванні деяких людських вчинків, процесів мислення або розпізнаванні захворювань. Інші галузі 
застосування – це  біомедичні системи, які включають генетику та аналіз ДНК. У роботі проведено дослідження з 
використанням методів машинного навчання для обробки даних в медицині з метою покращенням точності та часу 
виконання за допомогою алгоритмів розпаралелення. Класифікація є важливим інструментом у сучасному світі, де робота з 
великими даними використовується для прийняття різного роду рішень в уряді, економіці, медицині, тощо. Одним із методів 
навчання для класифікації є випадковий ліс. Використання останнього може призвести до значного покращення точності 
прогнозування, тобто, кращої здатності прогнозувати нові випадки даних. Відсутність необхідності надавати конкретний 
алгоритм ідентифікації хвороби представляє велику перевагу перед застосуванням методів машинного навчання. Дослідники 
мають доступ до величезних обсягів даних, і класифікація є одним із інструментів, який допомагає їм зрозуміти дані та 
знайти певні закономірності у них. У роботі використано датасет, який складається з записів про 70000 пацієнтів й містить 
12 атрибутів. Проведено аналіз та попередню підготовку даних. Здійснено паралелізацію алгоритму Випадковий ліс з 
використанням функціоналу бібліотеки sklearn. При цьому час, необхідний для тренування моделі зменшився в 4.4 рази, при 
використанні 8 паралельних потоків, в порівнянні з послідовним тренуванням. Також проведено розпаралелення даного 
алгоритму на основі CUDA. В результаті час, необхідний для тренування моделі зменшився в 83.4 рази, при використанні цієї 
технології на GPU. У роботі здійснено обрахунок коефіцієнтів прискорення та ефективності, а також наведено детальне 
порівняння з послідовним алгоритмом. 

Ключові слова: метод машинного навчання, алгоритм випадковий ліс, технологія CUDA, прискорення, коефіцієнт 
ефективності. 

 
Introduction 

Artificial intelligence (AI) – based medical technologies are fast evolving into good solutions for clinical 

practice. Deep learning algorithms can deal with the increased amount of data provided by smartphones and other 

mobile monitoring sensors in various fields of medicine [1-3]. Currently, only very specific conditions in clinical 

practice benefit from the use of AI, such as heart disease, atrial fibrillation, seizures, epilepsy and hypoglycemia, or 

diagnosis of the disease based on histopathological examination or medical imaging. The introduction of such 

medicine provides greater autonomy and more personalized treatment. 

Medical technology is widely used to access a range of tools that enable healthcare professionals to provide 

patients and society with a better quality of life through early diagnosis, reduction of complications, optimization of 

treatment, and reduction of hospital stays. Although before the mobile phones became widely use, prosthetics, 

stents, implants were largely known as traditional medical devices. The advent of smartphones, portable devices, 

sensors and communication systems revolutionized medicine with its ability to implement AI in very small 
accessories. AI has revolutionized medical technology and can solve complex problems in a variety of areas with 

vast amounts of data. 

Machine learning methods for classification, regression and other tasks that operate by constructing many 

decision trees during learning and deriving a class (classification) or average prediction (regression) of individual 
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trees called Random Forest [4]. Using this approach can significantly improve the accuracy of forecasting and result 
in better ability to predict new data cases.  

However, the development of AI systems for medicine is not a trivial task. Main obstacles are collecting 

and organizing the data that will be used for training of classifier. This becomes a major problem, especially when 

the system requires large data sets over a long period of time, which in most cases are not available due to the lack 

of an efficient recording system. For example, to solve the problem of diagnosing heart disease, it is necessary that 

the accuracy for healthy patients is as high as possible, because incorrect classification in this category can lead to a 

healthy patient for no reason to switch to treatment.  

Heart disease has been serious problem in both urban and rural areas in most countries. In 2020, Heart 

disease been the leading cause of death in the United States, England and Canada, accounting for 25.4 % of all 

deaths in the United States. A similar situation is observed in other countries [5]. In the case of cardiovascular 

disease, it is very important to make correct diagnosis at an early stage. It has been observed that in many cases, 

incorrect diagnosis leads to a violation of the patient's health. 
Classification of medical data is considered to be a difficult task in the field of medical informatics. In this 

paper, an approach to the classification of medical data is developed and implemented. Random forest classifier is 

used to construct the predictor. This machine learning algorithm is expected to be effective for other diseases with 

similar datasets. 

The purpose of this paper is the implementation of machine learning methods – Random Forest and 

Decision Tree, further parallelization of these algorithms to achieve greater accuracy of classification and reduce the 

time of training of these classifiers in the field of medical data processing, determining the presence of human 

cardiovascular disease. The purpose of the classification of cardiovascular disease is to classify the presence or 

absence of this disease on the basis of a set of data, which includes diagnostic measurements of humans. 

The object of research is parallelization of machine learning methods – Random Forest and Decision Tree. 

The subject of research is the process of accelerating the implementation of machine learning methods 
Random Forest and Decision Tree to increase the accuracy of the results obtained from these algorithms. 

 

Related works 

Practical implementation of machine learning tools will allow doctors to focus only on providing care to 

patients who have been suspected of exacerbating a disease. Especially during a pandemic, this method of detecting 

the disease will save the lives of many people by helping them before the disease worsens. 

As the issues of this topic are relevant nowadays, an analysis of related works with similar research in this 

subject area was conducted. This provides an opportunity to get acquainted with existing approaches to predicting 

the presence or absence of disease, to study approaches to achieve the desired results using and accelerating machine 

learning methods – Random Forest and Decision Tree. 

The relevance of using the Random Forest algorithm in Big Data processing is described in [6]. Focusing 

on classification problems, this paper proposes a selective review of available proposals that deal with scaling 
random forests to Big Data problems. 

Bin Dai, Rung-Ching Chen, Shun-Zhi Zhu, Wei-Wei Zhang conducted research on the detection of breast 

cancer using the machine learning algorithm Random Forest [7]. The study was presented at the International 

Symposium on December 6-8, 2018. A group of scientists from different universities demonstrated the results of 

using this algorithm and the results achieved. Using the method of teaching several classifiers called ensemble 

training, it was possible to achieve high accuracy of disease prediction. This has great practical application as a 

method of providing an auxiliary medical diagnosis. 

Leonard Lindroth in his work [8] conducted research on the parallelization of the machine learning 

algorithm Random Forest. The study identified the optimal parameters for obtaining the most effective acceleration. 

Studies have shown that openMP parallelization using the master thread for result combining and worker threads for 

mathematical computing have accelerated the learning process of the Random Forest method, which allows you to 
work more efficiently with large amounts of data and tune hyperparameters in less time, which allows algorithm to 

show greater accuracy of training in no time. 

N. Azizah in his work [9] compared machine learning algorithms and concluded that the Random Forest 

method showed the best results in reducing learning time after its parallelization. The main problem shown in the 

study is the time needed to build models of trees that will form the Random Forest algorithm. By parallelizing the 

process of building trees, we load each computational unit more, which leads to increase of efficiency and 

acceleration.  

In [10] the author conducted a study on the use of machine learning Decision Tree for analysis in the 

medical field. He used the Decision Tree algorithm to deal with complex medical problems that were difficult to 

overcome. The paper showed that the Decision Tree method is a tool that helps to make decisions about the 

treatment of patients in difficult situations. By analyzing information with a similar medical history in other patients, 

the trained decision tree algorithm can classify the cause of the disease, which helps to quickly find a way to treat it.  
To sum up, predicting the course of the disease using data of similar cases of such disease is possible and 

relevant today. The parallelization of machine learning methods, especially Random Forest and Decision Tree, is 
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important to optimize the learning of classifiers on large data sets, which will help to increase the accuracy of 
predictions faster. A common problem that often occurs when implementing random forest is long processing time 

because it uses a lot of data and build many tree models to form random trees because it uses single processor. This 

research proposes random forest method with parallel computing and implemented on CUDA. 

As in the related works the parallelization of data of algorithms of machine learning at processing of 

medical data was not used, it confirms urgency of our work. 

 

Methodology 

Decision trees are a kind of non-parametric models that can be used for both classification and regression. 

This means that decision trees are flexible models that do not increase their number of parameters with the addition 

of functions, and they can display a categorical forecast (for example, whether a plant is a certain species or not) or a 

numerical forecast (for example, house price). 

Decision trees are constructed using two types of elements: nodes and branches. At each node, one of the 
features of our data is evaluated to share observations in the learning process or to make the data point follow a 

certain path during forecasting [11]. 

Solution trees are built by recursively evaluating different characteristics and using the function that 

classifies the data at each node.  

Low correlation between models is a key factor. Just as low-correlated investments (such as stocks and 

bonds) combine to form an aggregate that exceeds the sum of their parts, uncorrelated models can produce aggregate 

forecasts that are more accurate than any individual [12]. The reason for this wonderful effect is that the trees protect 

each other from their individual mistakes (if they are not all constantly wrong in one direction). While some trees 

may be wrong, many others will be true because as a group of trees, they will move in the right direction. To get the 

most from Random Forest Classifier: 

1. Getting better accuracy with each learning step to be sure that classifier is not making random guesses. 
2. Predictions made by each tree should have low correlation. 

In this paper “Cardiovascular Disease dataset” was used. It was downloaded for Kaggle [13]. The purpose 

of the classification is to predict whether there is an exacerbation of cardiovascular disease in a patient with certain 

indicators obtained during the examination. The dataset consists of records of 70000 patients and contains 12 

features. 

 
Fig. 1. Structure of dataset 

 

There are 12 features in dataset displayed on Fig. 1: 

Demographic Features: 

• Gender (categorical variable); 

• Age (continuous variable); 

• Height (continuous variable); 

• Weight (continuous variable). 

Behavioral Features: 

• Smoke – indicates if patient smokes (categorical variable); 

• Alco – indicates if patient drinks alcohol (categorical variable); 

• Active – indicates if patient leads an active lifestyle (categorical variable). 

Medical Features: 

• ap_hi – upper blood pressure (continuous variable); 

• ap_lo – lower blood pressure (continuous variable); 

• cholesterol – cholesterol content in the patient's blood (categorical variable); 

• gluc – the content of glucose in the patient's blood (categorical variable). 

Target variable: 

• cardio – the patient has a cardiovascular risk. 
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The analysis and preliminary preparation of data was carried out, which provided the basis for the 
transition to the experimental part of the work. 

Software implementation of these models was performed using a high-level Python programming 

language. The sklearn library was used to construct a classification Random Forest, as well as to parallelize it on 

different processor threads. 

 

Computational complexity of the algorithm 

Computational complexity of Random Forest classifier learning process is: 𝑂(𝑛 ∗ 𝑙𝑜𝑔( 𝑛) ∗ 𝑑 ∗ 𝑘), n  – 

number of rows in dataset; k  – number of trees; d  – size of training dataset. 

Acceleration: 𝑆𝑝(𝑛) =
𝑇1(𝑛)

𝑇𝑝(𝑛)
=

𝑂(𝑛∗𝑙𝑜𝑔(𝑛)∗𝑑∗𝑘)

𝑂(
𝑛

𝑝
∗𝑙𝑜𝑔(

𝑛

𝑝
)∗𝑑∗𝑘)

, p  – number of threads; 𝑇1(𝑛) – execution time of sequential 

algorithm; ( )pT n  – execution time of parallel algorithm by p threads. 

Effectiveness : 𝐸𝑝(𝑛) =
𝑆𝑝(𝑛)

𝑝
=

𝑂(𝑛∗𝑙𝑜𝑔(𝑛)∗𝑑∗𝑘)

𝑝∗𝑂(
𝑛

𝑝
∗𝑙𝑜𝑔(

𝑛

𝑝
)∗𝑑∗𝑘)

. 

 

Implementation 

Dataset will be splitted into train dataset (80%) and test one (20%). 
To implement the classification, we will use RandomForestClassifier from the sklearn library. We will use 

1000 trees for training. 

 

 
Fig. 2. Random Forest Classifier with default parameters 

 

The accuracy is low so we need to improve this model (see Fig. 2). Hyperparameter Tuning will be used in 

order to find best parameters. Function RandomizedSearchCV from sklearn library will be used to perform this. 

 

 
Fig. 3. Hyperparameters tuned by RandomizedSearchCV 

 

Using new hyperparameters (Fig. 3) we can run train model one more train and compare results. 

The accuracy of the model has significantly increased (for the test sample by 14.1%), and now it shows a 
fairly good result of 85.8%(see Fig. 4). However, the training still takes too much time, because of the significant 

amount of training data: 56 thousand records, the time required to train a given model is: 55.7 seconds. 
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Fig. 4. Random Forest training results with new hyperparameters 

 

 

Random Forest Parallelization using sklearn library 

As we know, the Python programming language runs on a single CPU, so it is impossible to directly 
parallelize any program. The Random Forest algorithm can be parallelized in Python by creating a forest with a 

large number of trees using each thread. This approach called the reinforcement classification algorithm [9]. 

If we have a large number of trees in our forest, it makes its structure better and is considered the best 

forest. 

The Random Forest algorithm that performs the classification task follows next scenario: the more trees, 

the better the accuracy and therefore the better the model. In a Random Forest, we do not use the same approach as 

in the decision tree algorithm, as we do not use entropy and information accumulation. Instead, in a Random Forest, 

we split a training dataset into smaller particles that consist of random elements from a training dataset. 

Parallel computing basically involves using two or more cores (or threads) at the same time to solve a 

problem. The main goal here is to split the task into smaller subtasks and complete them simultaneously [9]. 

To perform this task, we will use the functionality of the sklearn library, which allows us to run the Python 
interpreter on several different threads at the same time, which we will use. 

The Random Forest algorithm is based on splitting the main dataset into n-number of particles and 

constructing a classification tree for each of them, then combining the results. So, we will train several trees at the 

same time (depending on the number of available threads) on different threads. 

 

 
Fig. 5. Random Forest model training using 2 threads 

 

In the Fig. 5 improved results are displayed. We can see a significant improvement, in terms of speeding up 

the training process of our model – 1.9 times in comparison to sequential training, using 2 parallel threads. 
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Fig. 6. Random Forest model training using 4 threads 

 

In Fig. 6 we can see that the time required to train the model is reduced by 3 times when using 4 parallel 

threads in comparison to sequential training. 

 
Fig. 7. Random Forest model training using 8 threads 

 

In Fig. 7 we can see that the time required to train the model decreased by 4.4 times when using 8 parallel 

threads in comparison to sequential training. 

 

Random Forest algorithm parallelization using CUDA 

The RF model, which is implemented using the CUDA environment [14], contains 2 high-performance 

separate algorithms that select values for the training of each feature and the association of nodes. Quantiles and min 

/ max histograms are used for this purpose. 

In both cases, the values to be divided are chosen for each of the features. These algorithms use the GPU 

acceleration approach, which significantly reduces the number of operations required to perform data sharing 

calculations. 
Min / max histograms are built for each feature of the tree node. The range of values of each feature is 

divided equally. The end of each interval is considered as a potential value for separation. In this approach, the 

division values for each attribute are calculated in each node, adapted to the data intervals in each node of the tree. 

The quantile separation algorithm calculates in advance the potential values for the separation for each 

feature at the root of the tree. Each column with the feature is sorted in ascending order and divided equally by the 

nodes of the dataset. The end of each interval is considered as a potential value for a split. 

As we can see in Fig. 8, that the time required to train the model using GPU has decreased by 83.4 times in 

comparison to sequential training. However, it should be noted that this is only the time of training of Random 

Forest model, not taking into account the time spent on splitting the dataset into smaller particles and pre-processing 

them to upload to the GPU. Although, if you take into account the time required to upload data to GPU, the time 

required to train the model is reduced by approximately 23 times in comparison to sequential training. 
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Fig. 8. Random Forest model training using graphic card (GPU) 

 

Experiments 

In the paper we compared different approaches to build a model for classifying the presence of 

exacerbations of cardiovascular disease in patients with different indicators of diagnostic examination. In Table 1 we 
displayed comparison of the execution times of sequential and parallel implementations of the program on the CPU 

(using the sklearn library) and the GPU (CUDA), as well as analyzed them. 

 

Table 1 

Execution time of sequential and parallel Random Forest algorithm, s 

Sequential Execution 
Parallel Execution 

2 threads 4 threads 8 threads GPU 

55.731 29.133 18.483 12.687 0.668 

 

 

 

 
Fig. 9 Comparison of model training time using CPU and GPU 

 
In Fig. 9 we can see that parallel training of Random Forest model is far more effective than sequential one. 

We can also see that the training time of the model using maximum possible number of parallel threads is 4.4 times 

less than the training time for sequential processing, but in comparison training using GPU is even more effective. 

This indicates the high computing power of the graphic cards and the advantages of conducting parallel computing 

using GPU. 

 

Now let's calculate the experimental rates of acceleration and efficiency of parallel algorithms for different 

number of threads, if parallel calculations are performed on the processor, as well as the rates of acceleration of 

parallel algorithms for the GPU. 
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Table 2 
Acceleration rates for Random Forest parallel algorithm 

Number of threads 
GPU 

2 4 8 

1.913 3.015 4.393 83.43 

 

 
Fig. 10. Diagram of acceleration rates for different number of threads (on the CPU), as well as when running on the GPU 

 

As the number of threads increases, the acceleration rate increase too. However, in comparison to the 

parallel computing using GPU, the acceleration we get when running algorithm using the CPU is much smaller, 

which again indicates the high power of computing with a graphic card. 

Table 3 

Effectiveness rates for Random Forest parallel algorithm 
Number of threads 

2 4 8 

0.957 1.508 0.549 

 

 

 
Fig. 11. Chart of effectiveness rates for different number of threads (per CPU) 

 

In comparison to acceleration, efficiency does not increase with increasing number of threads, but rather 

decreases. The reason is increasing the number of parallel threads that we use for computing increases the load on 

the processor, which causes less computational efficiency.  

 

Conclusions 

Modern information technologies are increasingly used in the field of health care. Due to this, medicine 
today acquires completely new features. In many medical studies, it is simply impossible to do without a computer 

and special software for it. This process is accompanied by significant changes in medical theory and practice 

related to adjustments both at the stage of training of medical workers and for medical practice. 

The methods of data analysis for the prediction of cardiovascular diseases are mentioned in this paper. The 

Cardiovascular Disease dataset was used for the study, which contains data on 70,000 patients with 12 features. 

Medical data processing was performed using the RF machine learning algorithm, namely for classification 
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according to the set parameters of human cardiovascular disease. Because it was necessary to work with a large 
amount of data, the study was close to real. 

The parallelization of this machine learning algorithm was also carried out, the obtained results showed that 

high rates of acceleration and efficiency were achieved. Performing parallelization using CPU and GPU, it was 

possible to compare the results of the time of calculation and processing of medical data. However, when comparing 

our result with results [8], it is clear that the time required to train the model was reduced by 83.4 times when using 

technology CUDA on the GPU. 

Due to the advantage of the GPU in the number of processor cores, it was possible to train the classifier of 

the RF algorithm 20 times faster than when training using CPU on 8 threads, which was the maximum available 

number in our study. The RF algorithm is the optimal classifier for optimization by parallelization and allowed to 

achieve good results shown in this paper. 
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