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Emotional expressions serve a crucial role in interpersonal communication between people while improving social life. In
particular, information safety systems for visual surveillance that aim to recognize human emotional facial states are highly relevant
today. In this regard, this study is devoted to the problem of identifying the main criteria for expressing the face of emotional
manifestations for the possibility of recognizing without the use of specialized equipment, for example, security surveillance
cameras with low resolution. In this work, we propose informational technology to define the face’s areas that reproduce the face’s
emotional look. The input data from the proposed information technology is a set of videos with detected faces with the primary
emotional states reproduced on them. At first, normalization of the faces of images is conducted to compare them in one base. It is
executed by centering the face area and normalizing the distance between the eyes. Based on the analysis of point features moving
in the set of input images, information points are then allocated (i.e., those points whose movement in the person’s emotional
expression is the most significant). At the final stage, the areas of the face (with different bias thresholds) are determined, the
changes of which form a visual perception of emotions. For each selected region, a set of possible states is formed. In conclusion,
the behavior of point-specific features of a person under the manifestation of specific emotions is explored experimentally, and
high-quality indicators for these emotions are highlighted. According to the study results, it is preferable to create a software
product based on qualitative criteria for assessing the main areas of the face to determine the mimic expression of emotions.
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surveillance, hyperplane classification

OJIET" KAJIUTA

XMeNbHULBKUH HAalllOHATbHUH YHIBEPCUTET

THO®OPMAIIMHA TEXHOJIOTIA IIEHTU®IKALIT 3MIH EMOIIIMHOT'O CTAHY
JIOJAUHU 3A MIMIYHUMMU ITPOSABAMMU JUIAA CUCTEM, IO BIAITIOBIJIAIOTH
BUMOI'AM BE3IIEKH

EMOLiIVIHI posiBu Ha CbOrogHI BIIrpatoTe 3HAYHY pPOJib Y MDKOCOGUCTICHOMY CITI/IKYBAHHI Ta B33EMOAII MDK JIOAbMU B
Oy ab-aKid  ranysi J04CbKOI [iS/IbHOCTI. 30KpeMa, BKpPay axTyalbHuMu € CUCTEMU [HPOPMALVIHOI 6e3reku AN1S BI3yasbHOro
CITIOCTEPEXKEHHS, SKI CIIPSMOBAHI HA PO3IM3HABAHHS 3MiH EMOLIVIHUX CTaHIB 38 MIMIYHUMY [IPOSBaMU Ha O6/myYi ogumn. s
PO3B’53aHHS MPo6/IeMU DO3ITI3HABAHHS EMOLIV 4715 CUCTEM Bi3YasibHOIrO CrIOCTEDEXEHHS, O BIANOBIAAIOTL BUMOraMm 6e3rekv, y Ui
POBOTI 33I1POIOHOBAHOIO iHPOPMALIIVIHY TEXHOJIONIO [AEHTUIKALII 3MiH EMOLIIMHOrO CTaHy JI0ANHN 3@ MIMIYHUMY [TPOSBAMU /IS
PO3I1I3HaBAHHS EMOLIVI 6E€3 BUKODHCTAHHS CIIELIan30BaHOr0 06/1aaHaHHS (A/15 KaMep BIAEOCITIOCTEPEXEHHS 3 HUILKOK PO3AI/TbHOK
34aTHICTI0). Y pobOTI 3arporioHOBaHO [HGOPMALIVIHY TEXHOJIOMIO A/1S BUSHAYEHHS AI/ISHOK 06/IM4YS, SKI BiTBOPIOIOTL EMOLViHM
CTaH JI0ACLKOro O6/MYYS. BXIAHUMU [aHUMM 3arTPONTOHOBAHOI IHQOPMALIIVHOI TEXHONOrTT € HABID BIAEOPO/MKIB 3 BUSBIEHUMU
06myYsIMU 3 BIATBOPEHUMU HA HUX TTEDBUHHUMMU EMOLVIHUMU CTaHamy. CriouaTKy pOBOANTLCS HOPMYBAaHHS PaHeN 306paxeHs
A/151 IXHBOIO rOPIBHAHHS B O4HIN IVIOLMHI. HOPMAE/I3YBaHHS BUKOHAHO YEPE3 LIEHTPYBAHHS 30HU 06/IMYYS | CTaHAaPTU3AaLYIT BiACTaHi
MDK OYnMaE. Ha OCHOBI aHasli3y TOYKOBUX O3HAK, WO PyXatOTbCS B HAGOPI BXIHUX 306PaXEHb, BUAINIEHO iHGOPMaLiviHi ToYku (TO6TO
Ti TOYKM, PyX SKUX B EMOLIVIHOMY BUPAXEHHI JIOAMHMU € HabIfIbLL 3HAYymM). Lani BUIHAYEHO AiNgHKU obsmyds (3 pisHUMM
110poramu 3MILLEHHS), 3MIHU SKUX OPMYIOTE BI3Ya/IbHE CIIPMUHATTS eMOLV. [I/19 KOXHOIro O6paHoro perioHy @opMyeTscs Hablp
MOX/IMBUX CTaHIB. Ha 3aBEpLIa/IbHOMY ETarli EKCIIEPUMEHTAE/IbHO AOC/MKEHO MOBELIHKY TOYKOBUX OCOB/IMBOCTEN JIOANHU TIpH
NIPOABI KOHKPETHUX MOV Ta BUAINIEHO SKICHI IMOKA3HNKN LMX EMOLIINA. 3a pe3ysibTaTamMu eKCIIEPUMEHTA/IbHUX TECTYBAHb BUIHAYEHO
BaroBi KOe@iLiEHTV, Ha OCHOBI SKOIro o6YyA0BaHO JIHIVIHWA KIacuikatop 418 (AeHTU@IKaLii 3MiH eMOLiVIHNX CTaHIB.

KnroyoBi cnoBa: iH@OpMALIiiHa TEXHOJIOrIS, PO3IT3HABAHHS €MOLVIHUX CTaHIB, BUSIB/IEHHS O3HAK MIMIYHUX TPOSBIB,
FEOMETPUYHI O3HAKV, CITOCTEPEIEHHS 3@ OE3INEKOI0, TMEDIM/IOUNHHE KITaCUDIKaLis

Introduction

Throughout the history of human civilization, facial expressions have been and remain a practical approach
to establishing nonverbal interaction between people. Over the last decade, facial expressions have proved to be one
of the simplest and most effective means of nonverbal interaction in various information systems [0]. Thus, methods
of intellectual data processing by facial expressions to recognize changes in the emotional states are successfully
employed in safety surveillance systems [0], intelligent gesture communication systems [0], and medical image
analysis [0]. At the same time, the use of computer vision techniques in intellectual systems to identify changes in
an emotional state in security-compliant systems seems critical. Undeterred by promising engineering advances in
facial emotion recognition over the past decade [0], several issues that remain unresolved [0] consider improving the
performance of real-time information systems for security-compliant visual surveillance systems.

There has been considerable interest among the scientific community in recognizing a person's emotional
state through facial expressions based on images and videos. It is worth noting that research on new facial emotion
recognition methods is conducted to detect changes in emotional manifestations in the real world [0] based on well-
known benchmark datasets of facial expressions [0]. Such works are mainly based on the already traditional facial
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coding system (FACS), developed by Paul Ekman et al. [0] in the 70s of the last century. In general, FACS is
understood as a system of terms, symbols, and rules for categorizing human facial features and identifying changes
in emotional states.

The standard classification system distinguishes six primary emotional states categories: anger, fear, joy,
sadness, disgust, and surprise. FACS defines the human face through about a hundred so-called action units (AUs),
each of which is responsible for the movement of a specific facial muscle. Nowadays, AUs are considered
benchmarks for identifying changes in emotional states by facial expressions and are widely used in information
systems for recognizing emotions. However, a considerable number of AUs and their superimposition on each other
to describe emotional facial features usually lead to significant computational complexity and difficulty of
computational models [0]. Such a shortcoming can lead to critical defects in operating information systems,
especially regarding security and data leakage. Thus, it is essential to develop an information system for identifying
changes in a human emotional state by facial expressions for systems that meet security conditions in real-time and
with little computational complexity.

Related works

Computer vision techniques are generally utilized to detect facial expressions and recognize emotional
facial expressions visually. Traditional approaches to the computer description of the human face are to divide the
face into many small grids and combine facial expressions from all these grids to identify facial expressions [0].
However, even a slight displacement of a face in space impairs recognition accuracy because of the disproportionate
displacement of the points superimposed on a face. As a result, traditional face recognition systems' computational
complexity (in terms of computation time and allocated memory) increases proportionally the number of AUs.
Several new approaches to combining and analyzing already known AUs have been proposed in [0] to solve the
problem described above. Thus, the number of AU was set empirically from 10 to more than 200. It was also
investigated that the number of AU and their location in the facial plane depend on the objective and requirements
for recognizing emotions [0]. It is noteworthy that the question of the standard amount of AU to ensure efficient
recognition of emotions remains open.

In recent years, the scientific community has considered and suggested dozens of improvements to existing
means of formalizing the human face and identifying emotional changes. For example, in [0], the authors applied the
method of geometric description of the face based on the area and perimeter selected from the eyes, mouth, and
nose, and could achieve classification accuracy >93% on different reference data sets. Another study [0] proposed a
triangular approach with fuzzy rules based on an emotion recognition system. The authors singled out fourteen AUs
as sets of points, connecting each edge of the point to form eight triangles. As a result of this modification, the
authors achieved a recognition accuracy of 89%. In [0], the authors proposed an angle and position of more than
fifty AUs in the form of geometric characteristics for the emotion recognition system. The Euclidean distance and
angle between each pair of landmarks were used for estimates within the boundary frame, which provided 90-93%
recognition accuracy for different data sets. In [0], a multiclass ensemble model was proposed to detect extended
feature vectors. The authors combined an active-looking model, a geometric approach, and a native binary pattern to
recognize emotional facial expressions and achieved 95% accuracy in identifying changes in emotional states.

In parallel with static approaches to the recognition of emotions are also actively developing tools for
determining the features of the human face in real-time [0]. For instance, the Delaunay triangular approach [0] joints
sixty AUs to recognize several facial mimic expressions, which are anger, fear, happiness, surprise, sadness, disgust,
and neutrality. This technique is devoted to define the spatial facial features with using support vector machine as a
classifier, In [0], the maximum classification level was achieved by 93,7%. In [0], a few old-fashioned machine
learning approaches were applied to determine slight mimic changes considering four emotions, i.e., happiness,
sadness, anger, and fear. These traditional and solid techniques (decision tree, random forest, logistic regression)
could reach the average maximum recognition accuracy of 95.47% on several facial emotion benchmarks. In study
[0], the authors suggested a novel vectorized facial emotion recognition neural network model based on seventy
vectors to recognize three primary human emotions: anger, happiness, and neutral. The model could achieve an
average accuracy of 94.33%. Other recent studies focused primarily on spatial and temporal information from input
images and video sequences to extract different facial features using long-term memory network [0], deep
convolutional neural network (DCNN) [0], and multilevel ensemble DCNN [0].

Overall, based on the analysis of related works, a few common challenges of the up-to-date approaches in
emotion recognition were established: poor quality of train and test benchmarks, the disproportion of statistical
measurements in assessing approaches, high computational complexity, and the redundant amount of physical
memory of the prepared models. Taking into consideration the above-mentioned factors, an urgent task appears to
develop a new approach to describing the features of human facial expressions that will be computationally efficient
and provide high recognition accuracy for real-time surveillance safety systems.

Problem statement
This study proposes information technology (IT) to identify changes in a human emotional state by facial
expressions for systems that meet security requirements. The following tasks must be solved in order to achieve the
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aim of the work:

1. To analyze various facial emotion recognition techniques for visual safety surveillance.

2. To develop an information technology based on the previously proposed model of the expressions of the
facial emotions based on grouping classes of feature vectors [0], method of the geometric interpretation of facial
expressions proposed in [0], and classification technology based on hyperplanes for visual analytics [0].

3. To conduct computational experiments with the proposed IT and its analogs to identify emotional facial
states.

4. To validate the IT of facial emotion recognition on a reference benchmark.

The information technology

Developed IT is designed to identify abnormal manifestations of the emotional state of Fear in a crowd of
people on video from surveillance cameras. The use of IT is the automated conversion of input information,
presented in a video, into the resulting information in the number of identified people with an abnormal
manifestation of Fear.

IT identification of changes in a human emotional state by facial expressions for systems that meet security
requirements uses the model to recognize facial expressions of emotions, the geometric interpretation of facial
expressions, and the hyperplane classification of emotional state. The use of the model and methods in the further
application of IT is shown schematically in fig. 1.

( Video of a crowd of people )

J L
Method of geometric interpretation of
facial areas
J L

Model for recognizing facial expressions of emotions

J4 L
Method of hyperplane classification of
emotional manifestations
J T

Belonging to a person’s face
to the class of emotional state
Fig. 1. The scheme of applying the model to recognize facial expressions, method of geometric interpretation, and hyperplane
classification in the proposed information technology of facial emotion recognition for visual safety surveillance

According to fig. 1, the achievement of the IT goal occurs through the consistent application of the method
of geometric interpretation and hyperplane classification. At the same time, the method of hyperplane classification
is used once to calculate the weights of the hyperplane classifier W. Fig. 2 shows the scheme of the proposed IT.

IT inputs are two elements:

1) video of the crowd of people in the form of a matrix of numbers P;

2) weight coefficients of the hyperplane classifier (W), prepared according to the reference data set of
changes in a human emotional state by facial expressions.

Block 1 (method of the geometric interpretation of facial expressions) is the first stage of IT. The result of
the block is formed seven quantitative characteristics of areas of the human face, each of which corresponds to the
facial features of a person’s emotional states.

In step 1.1, the mechanism for determining specific points of the face using the open-source library [0] is
applied to the input data. The face is described by points of 468, which is the basis for the geometric interpretation
of facial expressions. A sample of superimposing mesh on a human’s face is visualized in fig. 3. Step 1.2 is designed
to obtain a vector of features, which are the quantitative characteristics of seven face areas. After that, in step 1.3,
the feature vector is normalized to bring the feature values to the range [0; 1].

As a result of block 1, intermediate data generated by the normalized vector of facial features X =
(x,,x,, ...,x, ), are obtained and presented to the model for the recognition of facial expressions of emotions:

f:P > (X,W), (1)

where P — pixel matrix of video input of a crowd of people; X — feature vector of facial expressions of
emotions on a person’s face, X = (x;)/_;, W — vector scales model identification of emotional state on a human
face.
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Input data:
— video of the crowd of people P;
— vector of weight coefficients W.

v

@ Method of facial geometric feature representation

Step 1.1 — Determination of specific facial points

¥

Step 1.2 — Receiving a vector of facial features, X

v

Step 1.3 — Normalization of feature vector X
|

¥ M
Intermediate data: Model for recognizing mimic manifestations of emotions:
— normalized feature vector X' ;
— vector of weight coefficients W.
- J
v
@ Classification of detected human faces
4 A
Output data:
— accommodation inputs to one of two classes d(X') € {—1,1};
\§ J

Fig. 2. Generalized scheme for the use of the proposed information technology

a) b)
Fig. 3. An example of the superimposed mesh on a human’s face: a) — initial image; b) — face with landmarks

Empirically determined features that form the vector X are formally presented as follows:
— x, — facial feature expression of mouth.

— x, — facial feature expression of corners of the lips.

x, — facial feature expression of eyes.

x, — facial feature expression of nasal root.

x, — facial feature expression of eyebrows.
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— x, — facial feature expression of the outer corners of the eyebrows.
— x, — facial feature expression of the inner corners of the eyebrows.

The result of mapping (1) determines the normalized vector of features X, which together with the vector
of weights W form the input data for block 2.

Intermediate data fall into Block 2 (classification of detected human faces), the second stage of IT
implementation. The result of this block is the belonging of the input data to one of the two classes d(X") € {—1,1},
where —1 corresponds to the emotional state “Fear,” 1 — to the emotional state “Not Fear.”

The output data of IT is an assessment of the emotional state d; (X § ’), j = 1,n of the j-th person whose face
is found in a video of a crowd of people. The calculated n assessments serve to identify abnormal manifestations of
Fear in the crowd of people on video.

Thus, the use of the model to recognize facial expressions of emotions in the proposed IT allows the input
data in the form of a video of a crowd of people to obtain the resulting data in the form of assessments of emotional
state to identify abnormal manifestations of emotional state Fear in crowds. The weights of the hyperplane
classification W are determined once with subsequent use in IT.

Data preparation

A reference data set (ADFES) [29] obtained from the Amsterdam Interdisciplinary Center for Emotions of
the University of Amsterdam (see fig. 3) was used to determine the weights of the hyperplane classifier W. The
ADFES dataset contains videos of people’s faces collected from 22 models. From the original set of ADFES, the
author of the dissertation formed a subset with five emotions: Anger, Fear, Joy, Neutral, and Sadness. Each of the 22
models of the ADFES set depicts five different emotional states.

First, the method of the geometric interpretation of facial expressions was applied to the training data set.
The input data of the method are 110 images of human faces of the ADFES data set, classified by five emotions. As

’

a result of applying a method, the matrix of normalized values X = (x”-k), i = 1,7 — facial features of a person

j = 1,110 — objects of a training data set k = 1,5 — researched emotions is received. Preparation of weights was
carried out according to the hyperplane classification of emotional state by facial expressions. The input data of the

method is a matrix of normalized values X = (xi'jk), i= 1,_7 ,Jj =1,110, k = 1,5.

0.9 “ o ®
0,8 By
0,7 = ¢
0,6 ®
0,5
0,4
0,3 A
0,2
0,1
0 %A
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
B Neutral A Fear ¢ Joy —e—Dividing line

x1

Fig. 4. The result of visualization of input data into space R’

The first step in applying the method of hyperplane classification is the mapping of the matrix is the
visualization of normalized values X = (xlf]-k) ER,i=17, j=1110, k = 1,5 in two-dimensional space, i.e.,
R7 — R?. To do this, the optimization problem was solved based on the evolutionary algorithm. While analyzing the
results of the geometric interpretation of facial expressions, it was found that between changes in the emotional state
of Anger, Neutral, and Sadness, there is a large intersection in space R?. This intersection may be due to the low
resolution of ADFES images or the imperfection of the tool for overlapping specific feature points. However, the
dissertation’s purpose is to identify the emotional state of Fear among all other emotional states by facial
expressions. Therefore, to effectively find the values of W weights, the ADFES training set of 110 human faces was
reduced to a subset of 27 faces, i.c., nine models were left, each of which depicts three emotions: Fear, Joy, and
Neutral. Here it is accepted that the emotion Neutral includes emotional states Anger and Sadness.
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Experimental results

As a result of solving the optimization problem, the matrix X = (xlfjk) ER7,i=17, j=1110, is
mapped to the matrix X* = (x*ijk) € R%i=12,j = 1,27, k = 1,3. Reflection R” — R? is visualized in fig. 4.

From fig. 4, the synthesized values of the matrix X* = (x*i]-k) € R?, obtained by the method of the
geometric interpretation of facial expressions, were grouped by different emotional states. This result confirms the
ability of the proposed model (1) to be used to classify emotional states. Using the dividing line, the manual division
into classes Fear and Not Fear is performed.

The next step of the method is inverse reflection R?> » R”, which was conducted by the optimization
problem based on the evolutionary algorithm. Here, matrix X** = (x*£;;) € R?, i = 1,7, was calculated for one
dividing line built on seven points. As a result, dividing line L? € R? is mapped to a hyperplane L’ € R7 with
coordinates X*L (table 1).

Table 1
Coordinates of separating hyperplanes in space R’
The points of L L L L L L L
the line X X, X3 Xy Xs Xe X7
1 0.053 0.457 0.012 0.366 0.266 0.053 0.724
2 0.064 0.676 0.355 0.408 0.990 0.161 0.794
3 0.352 0.793 0.781 0.460 0.899 0.598 0.636
4 0.077 0.124 0.478 0.154 0.813 0.738 0.381
5 0.590 0.114 0.654 0.873 0.653 0.214 0.226
6 0.295 0.788 0.355 0.644 0.537 0.146 0.426
7 0.900 0.329 0.184 0.325 0.492 0.214 0.500
The resulting matrix from table 1 was used to construct a system of equations as follows:
w7 (1,1) + wox, M (LD +. . Awpx,, (1,1) + b = 0;
wyx E(1,2) + wox, B (1L,2)+. L Awp x, H(1,2) + b = 0; 2)

wix B (L, m) + wox, (L, m)+. . +w,x,,t(1L,m) + b = 0.

The constructed system (2) is laid out in the first line, according to block 5 of the method of hyperplane
classification. Therefore, because of applying a method of hyperplane classification of an emotional state on facial
expressions, weight coefficients of a separating hyperplane are received:

W = (0,005565 0,002142 0,027011 0,004986 3)
—0,0047 -0,01164 -0,03891 0,028614).

Based on the determined weighting factors (3), a linear surface as a linear classifier was constructed. This
linear surface (3) was used to allocate facial emotional manifestations. Also, the proposed IT of facial emotion
recognition for visual safety surveillance was compared with FACS [0], traditional triangle method [0], and novel
DCNN [0] in the classification task. The main objective is to identify emotional facial states by mimicking
manifestations. Fig. 5 shows the classification results obtained on the test dataset.

Not Fear Fear

Not Fear

Expected

e
[
8

Predicted
Fig. 5. The confusion matrix obtained by the proposed IT
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In addition, the values of statistical estimates obtained by the IT and other approaches on the test dataset
are presented in table 2.

From table 2 one may note that the proposed IT surpassed other techniques in F; score (76.12%) with over
0.62%. On the other hand, even though DCNN exceeded the analogs in classification accuracy (93.11%), the
proposed IT achieved the competitive results in traditional (91.10%) and balanced (84.85%) accuracies. At the same
time, utilizing straightforward mathematical operations in the method of facial geometric feature representation
within our IT considerably reduced the computational cost (0.003 sec) over the analogs (the closest result is 0.012
sec).

Table 2
Classification results obtained by the considered approaches
Balanced
o o -
Feature definition approach Accuracy, % Accuracy, % Fl, % Time, sec
FACS [9] 77.14 70.54 60.77 0.039
Triangle method [12] 92.89 85.01 72.95 0.012
DCNN [23] 93.12 85.27 75.50 0.180
The proposed IT 91.10 84.85 76.12 0.003
Conclusions

This study is devoted to the problem of identifying the main criteria for expressing the face of emotional
manifestations for the possibility of recognizing without the use of specialized equipment (for visual safety
surveillance cameras with low resolution). In this regard, informational technology to define the face’s areas that
reproduce the face’s emotional look is proposed. The input data from the proposed information technology is a set
of videos with detected faces with the primary emotional states reproduced on them. At first, normalization of the
faces of images is conducted to compare them in one base. It is executed by centering the face area and normalizing
the distance between the eyes. Based on the analysis of point features moving in the set of input images, information
points are then allocated (i.e., those points whose movement in the person’s emotional expression is the most
significant). At the final stage, the areas of the face (with different bias thresholds) are determined, the changes of
which form a visual perception of emotions. For each selected region, a set of possible states is formed. In
conclusion, the behavior of point-specific features of a person under the manifestation of specific emotions is
explored experimentally, and high-quality indicators for these emotions are highlighted. According to the study
results, it is preferable to create a software product based on qualitative criteria for assessing the main areas of the
face to determine the mimic expression of emotions.

Future work will be dedicated to developing an information system to detect human faces from low-
resolution or long-distance video cameras and creating appropriate information systems to ensure efficient visual
safety surveillance.
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