INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

UDC 004.9

https://doi.org/10.31891/CSIT-2022-1-11

EDUARD MANZIUK

Khmelnytskyi National University

INTELLIGENT INFORMATION TECHNOLOGY FOR OBTAINING
TRUST DECISIONS BASED ON THE ONTOLOGY OF TRUST
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The paper presents the results of research on the development of intelligent information technology for obtaining trust
decisions to determine the constituent elements and the interaction between them, which together provide for obtaining trust
decisions. Ethical principles based on human-centered approach have been identified, which formed the basis for the development
of a set of methods for the practical implementation of certain principles.

The set of developed methods to ensure certain ethical principles of trust in decisions obtained using intelligent
information systems has allowed developing intelligent information technology for obtaining trust decisions. Confidence in decisions
Is formed by ensuring the practical implementation of ethical principles in the methods of processing input information. Information
technology determines the interaction of the developed methods, which together form the trust in the decisions of the information
system. The structure of formation of intelligent information technologies for obtaining trust decisions is presented, as well as the
structure of interaction of components of intelligent information technologies for obtaining trust decisions. A description of ethical
principles with the definition of their implementation in the structure of a set of methods is given. The set of functions which
realization allows reaching application of the offered intellectual information technology is defined.

The components of the concept of trust were considered within the concept of intelligent information technology. The
practical application of intelligent information technology is generally seen as a complex system of interconnected structural
components to solve practical problems with building ecosystems for intelligent information technology, ensuring trust at all stages
of the life cycle of intelligent information technology with a chain of trust and continuity.
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EJIYAPJ] MAH3IOK

XMebHULBKU# HalllOHAJbHUN yHIBEPCUTET

IHTEJEKTYAJIbHA IHOOPMALII{HA TEXHOJIOT'IS1 OTPUMAHHSA JOBIPYNX
PIIIEHL HA OCHOBI OHTOJIOT'Ti JOBIPH 3A JIIOJIUHOIIEHTPOBAHUM
MIIX0/10M

B AOCTKEHI MPEACTABIEHO PE3Y/ILTATU LOCTMKEHD 3 PO3POOKN IHTENIEKTYA/IbHUX [HHOPMALIIVIHUX TEXHOIOMN A/15
OTPUMAEHHSI [O0B[pYNX PpIlieHb 3 BU3HAYEHHSI CK/IGJOBUX €/IEMEHTIB Ta B3aEMOLN MK HUMM, SKi B CYKYITHOCTI 330€3re4yroTs
OTPUMAEHHS AOBIpYNX PillIeHb. BUHAYEHO €Tu4qHI MPUHUMITY, 33CHOBAHI Ha JIOANHOLEHTPOBAHOMY I1iAX04), SIKI /ISy B OCHOBY
PO3POOKM KOMIIIEKCY METOLIB MPaKTUYHOI peastizallii BUSHaYEHUX MPUHLNITIB.

CYKYIHICTB 3ariporioHOBaHNX METOLIB 3a0€3M1E4EHHST BUSHAYEHHS ETUYHNX MIPUHLNITIB A0BIPU A0 PILLIEHB, OTDUMAHNX 38
JOrOMOror  [HTE/IEeKTYasIbHOI  IHQOPMALIIVIHOI cuCTeMy, J03BOJIMB PO3POBUTH IHTENEKTYA/IbHY IHBOPMALIVIHY TEXHOJIONO /15
OTPUMAHHS AOBIpYMX DIlLIEHDB. [JOBIpa A0 pilleHb POPMYETLCA LUISIXOM 330E3IMEYEHHS MPaKTUYHOI Peasti3aLlii BUSHAYEHNX eTUYHUX
MPUHLMITIB Y METogax 06pobku BXIGHOI iH@opMaLlii, IHGOPpMALIVIHE TEXHO/IONS BU3HAYaE B3AEMOAIO PO3POBIIEHUX METOLIB, SKi B
CYKYITHOCTI  QhOpMyroTs AOBIPY A0 PIlLIEHb  IHGHOPMALIiHOI cucTemu. [IpeqcTaB/ieHo CTPYKTYDY @OPMYBaHHS IHTE/IEKTYa IbHOI
IH@OPMALIVIHOI  TeXHONOrTT A1 OTPUMAHHS JOBIDYNX DilleHb, a TakoX CTPYKTYDY B3AEMOLI KOMITOHEHTIB I[HTE/IEKTYa/bHOI
[H@OPMALIVIHOI TEXHO/IONT /151 OTPUMAHHS AOBIPYMX PILLIEHB. [104aHO OMUC ETUYHUX MPUHLNITIB 3 BUIHAYEHHIM iXHBOI peasizauii y
CTDYKTYDI  CYKYIHOCTI METO4iB. Bu3Ha4YeHo HA6Ip @yHKUIYM, AKI JOCAratoTbCa  LISXOM  33CTOCYBAHHS  3allpOrOHOBAHOI
IHTENIEKTYasIbHOI  THQOPMALIIVIHOI TEXHO/IOrTT. Y paMKax KOHUENUii iHTE/IEKTYa/IbHOI IHE@OPMALIVIHOI TEXHOIOr 6y/10 pPO3r/ISHYTO
CK/1aA0BI MOHATTS A0BIpH. [IPaKTUYHE 3aCTOCYBaHHS IHTENEKTYA/IbHOI HGOPMALIMIHOI TEXHO/IONT 3ara/loM POo3I/ISAAETLCH 5K
CK/I8AHA CUCTEMA B33EMOII0B SI3aHUX CTPYKTYPHUX KOMITOHEHTIB A/15 BUDILLIEHHS MPaKTUYHNX 3aBAaHb 3 06YA0BOK CUCTEMU AJIS
IHTENEKTYasIbHOI IHGOPMALIIVIHOI TEXHO/IONTT 3a6€3MEYEHHS AOBIPH Ha BCIX E€Tanax XUTTEBOIO LMKITY IHTEIEKTYa/IbHOI IHOPMALIVIHOI
TEXHOJIOri 3 HEMNEPEPBHICTIO Y MPOCTOPI | Yaci.

Kito4oBi  crioBa:  IHTENEKTYaIbHa [HGOPMALIIVIHE TEXHO/IONS, ETUYHI  [PUHLMITN  [0BIpH,  CKIEAHOKIacUIiKoBaHa
[H@opmavjisi.

Introduction

The rapid development and widespread use of information technology are due to the prospects for the
practical application of computer systems. In particular, the introduction of intelligent information technology and
intelligent information systems has greatly expanded human capabilities for decision-making both through the
solution of complex computational problems and through autonomous decision-making. The development of
intelligent information technology reaches a level at which it can be delegated tasks for decision-making and with
further development creating conditions for the formation of subjectivity in decision-making. Examples of such
applications are automated trading systems, disease diagnosis systems, unmanned and autopilot systems, aircraft
control systems for various purposes, including for agriculture or military use, object recognition systems for
tracking people or identifying the enemy, and so on.

However, giving intelligent information systems the ability to make autonomous decisions creates a
problem of responsibility for decision-making. Unfortunately, technical systems can have technical and software
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failures in their operation due to various reasons. An incorrect decision made by the car's autopilot is a threat to the
lives of passengers, and in the case of socially critical decisions, incorrect decisions have even more significant
consequences. There is a problem of safe integration of intelligent information technologies in society.

Thus, the level of development of intelligent information technologies and the benefits of wide application
lead to the emergence of new challenges that arise in the formation of a new socio-technological system.

Related works

The components of the concept of trust were considered within the concept of intelligent information
technology (IIT). The practical application of IIT in general is considered as a complex system of interconnected
structural components to solve practical problems with building ecosystems of IIT [1], ensuring trust at all stages of
the life cycle of IIT [2-6] with providing a chain of trust and continuity over time [7 —11].

Let's determine the level of confidence in the following structural components of IIT systems and systems
that use elements of IIT:

1. The level of elements of information, which are sensors, components of the Internet of Things (IoT),
databases, files.

2. The level of infrastructure for building IIT, including storage, transmission and processing of
information.

3. The level of application software, which aims to ensure:

- functioning of IIT;

- security and non-interference;

- framework of software implementation of IIT;

- implementation of systems and algorithms of intelligent data processing (mechanisms of intelligent
information systems).

One of the key system components of IIT, which is the basis of IIT and directly processes and generates
application solutions, is the level of application software systems for the implementation of intelligent information
system (IIS) algorithms.

The purpose of the study is development of an intelligent information system for obtaining trust decisions
based on the definition of a set of ethical principles according to the human-centered approach.

Proposed technique
The projection of trust in IIT in the plane of realization of data processing mechanisms by IIS methods is
considered.
The concept of “mitigation measures” ( MtMs), which builds trust in the IIT in accordance with the

developed trust ontology O, is presented at the level of subcategories in the form MtMs = { mtmsl.}; , n=14,

where 71 is a number of phrasal subcategories of the concept that determine the components of the trust concept.
The concept MtMs is unambiguously and completely defined within the developed ontology of trust and
presented as MtMs,, . Intelligent information system is a component of IIT.

Accordingly, the projection of the concepts of ensuring trust in the IIS plane is presented as follows

@, :(MtMs,) — (MtMs ;s ) s.t. MtMs,,; < MtMs,,.

The set of components of trust in the IIS MtMs, is defined as the allocation of a subset
MiMs,; — MtMs,,. The subset is selected by the projection function of the base set MtMs, . The set of
components of trust M¢Ms,,; is a more compact form, which allows forming a set of components of the concept of

trust. Thus, IIS mechanisms must ensure implement and meet the set of trust components M{Ms . This state

corresponds to the trust in the decisions formed by the means of IIS.

IIS is generally an integral part of IIT, which in the embodiment of generalized sets of aspects of the
representation can be represented as [IS < IIT . Accordingly, the formation of components of trust in the
projection of IIS is carried out with a description of approaches that allow ensuring the practical implementation and
realization of these components by building specific mechanisms of IIS.

As a result of the practical implementation of the developed method of establishing the correspondence of
the trust ontology to the IIT and the structured domain, the importance of each component of trust was determined.
The importance of the components is determined by the weight fraction of the elements of trust in the total
population of a certain set of trust.

Each element is presented, in addition to the description of content, as well as a mechanism of practical
implementation at the level of implementation of structural, architectural and methodological solutions.
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The projection of the components of trust at the level of IIS is based on the human-centered concept [12],
the basic element of the relationship of trust in accordance with ISO / IEC TR 24028 is the stakeholder.

Accordingly, at the applied level of IIS methods, the constituent elements of trust are defined as follows:

- Interpretability, explainability, transparency, traceability. The basic generalizing concept is transparency.
Transparency is defined in relation to the stakeholder as the ability of the system to be understood and explained
both by the results of the decisions made and by the steps of decision-making. Accordingly, the IIS method of
decision-making is divided into successive steps of implementation with the requirement of interpretability and
transparency of their implementation in relation to the stakeholder. Interpretability, explainability are key
components of transparency [13]. Let's define interpretability as the internal state of the system that corresponds to
the ability to be understood by the stakeholder. Let's define interpretability as the external state of the system that
corresponds to the ability to be understood by the stakeholder. Decision-making in IIS is carried out by a model that
is built and validated accordingly. The interpretability of the model is determined by the interpretability of the IIT
algorithms used to build it [13, 14]. Thus, the interpretability of the model is determined by the level of
interpretability of the algorithm used to build it. For IIS systems, we define three levels of definition of
interpretability, explainability and transparency: premodel, model, postmodel. The pre-model level is determined by
the stages that precede the construction of the working model. The model level corresponds to the stage of the
constructed model. The postmodel level corresponds to the stage of the generated model decision. At the level of
developed methods, the components are implemented through the use of group decision-making in the form of an
ensemble of models. The consolidated decisions of the ensemble are interpreted according to the model that has the
maximum interpretation in relation to the models of the ensemble.

- Comprehensiveness of consideration. Decision-making has a high level of responsibility, so every
decision must be made objectively and taking into account various aspects. For each decision, there must be a
certain level of certainty as to its infallibility and the impossibility of causing harm. Decisions must also be fair and
unbias. The unbias is characterized by an unbiased assessment of the baseline value in the data. To ensure the
practical implementation of the components of trust, groups of models are used, in which each model makes its own
independent decision. Models are selected for the group according to the quality indicators of model decisions and
the availability of alternative decisions from a certain data group. The availability of alternative decisions is an
indicator of the model and allows including models in the ensemble, providing the maximum variety of decisions to
implement the comprehensiveness of the review. The value of each model is determined by the availability of
alternative decisions. This makes it impossible to form groups of models with exactly the same decisions across the
data set. Based on this, the data is segmented according to the consolidated decisions of the group of models and the
availability of alternative decisions. Accordingly, the set of data on consolidated decisions is a set of trusty decisions
based on the comprehensiveness of decision-making. Also, multiple data are formed concerning which there are
models that have alternative decisions to the decisions of group models. Such a set of data cannot be considered
credible in relation to the decisions of the model group. Thus, the problem of binary classification is formed in
relation to the affiliation of data to the set of trust decisions and the set of distrust decisions. On the set of distrustful
decisions for each unit of data there is a set of alternative decisions. To achieve qualitative indicators of decisions,
i.e. the characteristics of classification, within a unit of data decisions are grouped by the parameter of the
probability of belonging to a class within binary groups by decisions. For each group of model decisions, a general
group decision is formed, which is transferred to the next level of the hierarchy, where it is combined with the
decision of another group. Thus the general decision of an ensemble of models in a segment of the data of
alternative decisions is formed. The study considers the form of binary base groups by decisions, which is presented
in the form of alternatives. Accordingly, the level of the structural hierarchy is formed of three layers with two
corresponding transitions between layers. The upper level is the ultimate decision of the ensemble of models.

Segmentation of data by decisions of groups of models, allows forming a set of typical data on the basis of
consolidated decisions. This set is formed by data which in relation to other data of this set are typical on criterion of
the generality of decisions of models. That is, the data on the set of features of the data on the decisions of the
models are weakly different within this formed set. A set of atypical data is also formed. Each element of this set has
at least one alternative decision to the decisions of other models. The number and distribution of alternative
decisions is not regulated. This set of data is atypical because each data element in relation to other elements of this
set has significant differences in a certain set of features according to the criterion of consolidation of decisions.
Significant differences are determined by the fact that the decisions of a group of models do not match, and
therefore at least one model has identified in certain units of data a certain aspect that was not taken into account by
other models. That is, in general, decisions about a unit of data are heterogeneous and ambiguous in their entirety,
which calls into question each of the decisions of the models regarding this data element. The data element has
features whose magnitude within the ensemble of models allows forming a state of alternative decisions, and
therefore is atypical. Combining such data forms a set of atypical data.

- Analysis of information. Within the study, the analysis of information is determined by establishing the
level of influence of data characteristics on the delimitation of difficult to classify data, which are formed by a set of
atypical data. In the area of atypical data, the boundaries of the boundary division of classes by classification
methods are formed. Using a group approach to the formation of the decision of the ensemble of models, the set of
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atypical data allows creating a certain zone of uncertainty, which is due to the availability of alternatives in making
decisions about this data. Each data element, among others, which forms a set of atypical data, has a certain feature
or set of them, which, depending on the degree of influence, are taken into account by a particular model or several
models from the group of ensemble models. Detection of a data element by the criterion of an alternative decision
can be both true and false according to a certain decision of a particular model. However, in general, the models
compensate for possible shortcomings in the construction of other models and allow forming the most objective
decision in the case of consolidation. If there are alternative decisions, each data element has the value of a feature
or set of them, which according to the consolidated decision of the ensemble does not correspond to the set of
typical data. Atypical data are not trusted data. Such data cannot be used for training and modeling, especially as
models are sensitive to outlier. However, such data are important and valuable in terms of research and analysis.
This is due to the fact that these data in some cases may indicate the emergence of new processes and phenomena.
That is, they indicate the early stages of these phenomena, in which models cannot reliably classify them. However,
the whole set of ensemble models can detect this data element by the criterion of alternative. The set of atypical data
in general represents a certain transition zone in the conditions of one-class classification. This zone is a distrust
zone, but is important from the point of view of analysis to determine the characteristics of data that have certain
dimensional characteristics, due to which they do not belong to the class in the same class classification or do not lie
in space outside the class. The structure of the formation of information technology is presented in Fig. 1.

Human-centered concept of building intelligent
decision-making systems

— N T

The principle of The principle of The principle of The principle of The principle of The principle of
interpretability explainability transparency traceability comprehensiveness of analyzability
consideration

The method of forming the Decision-Making The method of selection of elements of the The method of segmenting information by The method of projection of the DMS components
System (DMS) DMS by companents of trust components of trust in the decisions of the DMS formed by human on the machine level

Concept

Principles

The method of group decision-making The parallel method determination of The method of analysis of difficult to classify
of the DMS parameters of difficult to classify information information

Methods

Intelligent information technology for obtaining trust decisions

Information
technology

Fig. 1. The structure of the formation of intelligent information technology to obtain trust decisions

Considering the formation of data seals that belong to the class in the hyperspace of features atypical data
are at the boundaries of spatial seals. Data analysis should be able to identify signs of changing values which can
improve the spatial grouping of atypical data. That is, those features of the data that affect the differentiation of
atypical data are detected. In the class data spatial data consolidation model, atypical data is located at the class
boundaries, and the set of atypical data includes class-related and non-class data. Thus, a local spatial zone of data
delimitation is formed, which is limited to a set of atypical data. Accordingly, among atypical data, it is possible to
locally detect features that affect the differentiation of data in the local segment of atypical data. It is also necessary
to determine the degree of impact and the importance of the characteristics of the data, the change of which
improves the delimitation, which necessitates the development of a set of relevant metrics. Accordingly, the analysis
is realized by applying the method of detecting atypical features on a set of atypical data. It is important to localize
the research of features, which is limited to the set of atypical data, because the change of features does not apply to
the set of typical data for consolidated decisions. The defined principles form the basis for the development of
intelligent information technology for obtaining trust decisions.

Changing the characteristics of the data does not affect the spatial shift of the set of typical data, which
allows not changing the informativeness of this data, thus preserving the original values of data and ensuring
confidence in them and the decisions of models built using this data. Analysis of atypical data based on the detection
of signs of impact on spatial grouping allows identifying the conditions for the formation of spatial boundary
locations of data to improve the delimitation of data and identify signs of significant impact on it.

The set of principles are formed using a human-centered concept, which is the defining concept of socio-
technological development of society. Next, using the developed trust ontology, the components of trust were
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identified. Using a comprehensive method of determining the alignment between the trust ontology and the
structured domain, a set of ethical principles was established, which will form the basis for the design and
development of intelligent information technology in terms of trust decisions. Using the developed syntactic,
structural and semantic methods of alignment of ethical principles to the components of the structured domain, the
importance of each principle in relation to the general set of principles was established. Ensuring the receipt of trust
decisions is carried out by building information technology on certain ethical principles.

In order to ensure the implementation and practical implementation of the established set of ethical
principles, a number of methods of practical orientation and functional purpose have been developed.

Intelligent information technology is a holistic form of combining the developed methods into a single
system, which is subject to ensuring trust in the decisions obtained with intelligent information system. Obtaining
trust decisions determines the general trust in intelligent information technology within certain ethical principles of
human-centered approach.

The developed information technology to ensure trust in intelligent information systems in the form of
interaction of the proposed methods is presented in Fig. 2.

Input information Using thermethudruf forming Using the method of visual
the Decision-Making System !
—_— 1 (oMs) presentation of information

» Usingthe method of selection of

elements of the DMS by
companents of trust
—>

Using the method of projection of
the DMS components formed by

human on the machine level

Using the method of segmenting
information by components of trust in
the decisions of the DMS

Using the method of group Using the quality assessment Ensuring trust in the
decision-making of the DMS —-  system for decision making ———— Intelligent Decision Making

’_, —‘ System

Formaticn of assessment
of difficult to classify
information

Using the method of analysis of
difficult to classify information

Using the parallel method
determination of parameters of
difficult to classify information

Fig. 2. The structure of intelligent information technology components interaction to obtain trust decisions

Intelligent information technology for obtaining trust decisions defines a set of functions:

- formation of a segment of information on the basis of input information decisions on which are
confidential and established components of the intelligent decision-making system based on certain ethical
principles;

- formation of a segment of information on the basis of input information decisions on which are distrustful,
which is established by the components of the intelligent decision-making system, such information is defined as
difficult to classify;

- obtaining an opinion on the qualitative metrics of classification of input information on the total set of
information, including reliable information and difficult to classify information;

- obtaining an opinion on the features that have a decisive influence on the delimitation of difficult to
classify information depending on the classes of information;

- obtaining an opinion on the spatial arrangement of information classes on hyperspace features and visual
presented for visual analysis and control.

Conclusions
Thus, the set of developed methods to ensure certain ethical principles of trust in decisions obtained using
intelligent information systems has allowed developing intelligent information technology for obtaining trust
decisions. Confidence in decisions is formed by ensuring the practical implementation of the set of ethical principles
in the methods of processing input information. Information technology determines the interaction of the developed
methods, which together form the trust in the decisions of the information system. The structure of formation of
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intelligent information technology for obtaining trust decisions is presented, as well as the structure of interaction of
components of intelligent information technology for obtaining trust decisions. The set of functions which are
realized by application of the offered intellectual information technology is defined.
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