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RESEARCH OF METHODS AND MEANS OF ENSURING THE RELIABILITY OF A
SPECIALIZED COMPUTER VOICE VEHICLE CONTROL SYSTEM

The methods and means of protection of reliability in modern specialized computer systems of voice control of the car are
Investigated in the work. The evaluation of the characteristics and properties of the system is carried out. The basic principles of
work and various possibilities of constructions of voice control of the car are considered. The methods and means of detecting
dangers are shown, and the shortcomings and vulnerabilities of the car systems "Android Auto" and "Apple CarPlay" regarding the
impact of malicious software based on modern methods of cyberattacks are identified. Preparation for cyber attack by ultrasonic
and light commands on car voice control systems is shown. Methods and means for increasing the degree of protection of the voice
authentication system of specialized computer systems "Android Auto” and "Apple CarPlay" are proposed.

7o solve this problem, a hardware and software product of an additional biometric automotive user authentication system
was created and developed. The system was created to ensure the reliability of cyber attacks on the voice control system.

Experimental studies confirm the effectiveness of the biometric authentication system as a proposed solution to provide
an additional method of protection.
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XMebHULBKU# HalllOHATbHUN yHIBEpCUTET

JOCJAIKEHHA METO/IB TA 3ACOBIB 3ABE3ITIEYEHHS HAJIIHHOCTI
CIELIAJII3OBAHOI KOMITIIOTEPHOI CUCTEMH I'OJIOCOBOI'O KEPYBAHHS
ABTOMOBIJIEM

B po6oTi AOCTWKEHO METOAM Ta 3aCO6U 3aXUCTy 330€3MEYEHHS HAAIMHOCTI B CYYacHNX CrIeLiasi30BaHNX KOMITIOTEDHUX
CUCTEMax ro/I0COBOrO KEpyBaHHS aBTOMOGINIEM. [IDOBEAEHA OLIHKA XapaKTEPUCTUK Ta BAACTUBOCTEN cCUCTEMU. PO3ITISHYTO OCHOBHI
MPUHLMIIN POBOTH Ta Pi3HI MOX/IMBOCTI KOHCTDYKLIM rO/I0COBOro KEPYBaHHS aBTOMObI/IEM. [10Ka3aHO METoaM | 3aco6M BUSBIIEHHS
Hebe3reK, [ BU3Ha4YEHO HEAOJIKM Ta Bpa/IMBOCTI aBTOMOOIIbHUX cncTem <«Android Auto» T1a <«Apple CarPlay» wofo Brimsy
3/I0BMUCHOIO MPOrPaMHOro 3a6e311eYeHHs] Ha OCHOBI CyqacHux CriocobiB KI6epaTak. [1oKa3aHo rifgroToBKy A8 34IMCHEHHS
KIOEPATaKN YIIbTPA3BYKOBUMU Ta CBIT/IOBUMMN KOMAHAAGMN HA CUCTEMU O/I0COBOIO KEPYBAHHS aBTOMOOINIEM. 3aIpOroOHOBaHO METOAMN
7@ 3aC06M A715 MIABULUEHHS CTYIIEHS 3aXUCTy CUCTEMU O/I0COBOI ayTuHTEQIKauii creyianizoBaHmx KOMITOTEPHUX cuctem «Android
Auto» ta «Apple CarPlay».

Ana  BupileHHs AaHOI nipobriemu  6ys10 CTBOPEHO Ta pPO3POG/IEHO arnapatHO-NporpamMHmi  npogykT A04aTKoBOI
BloMETPUYHOI aBTOMOGINIbHOI cucTeMU ayTEHTUPIKALIT KopucTyBaya. CuCcTeMa 6y/1a CTBOPEHA /1 3a6E3reqeHHs HaaMHOCTI Big
Kibepatak Ha cuCTEMY ro/I0COBOIO KEPYBAHHS.

llpoBegeri excriepumeHTasibHi AOCIIKEHHS MATBEPAKYIOTL E€QDEKTUBHICTL CUCTEMU BGIOMETPUYHOI ayTeHTU@IKAUI K
3arporioHOBaHOro PILLIEHHS LOAO 3a0€3eYeHHS AOAATKOBOrO METORY 3axuUCTy.

KITI040Bi C/10Ba. CHCTEMM rO/I0COBOIO KEPYBAHHS, METOZ, 3aXvCT, y/bTPAa3ByKOBI aTraku

Introduction

Today, voice-controlled systems are widely used in various industries, including automotive engineering.
They are increasingly used by people of all ages, because they are quite easy to operate, and most importantly
effective. This is due to the fact that such systems help the user to solve various types of problems due to the wide
range of functionality. Despite such widespread popularity among users, there are a number of problems when using
such systems. Modern algorithms for recognizing voice commands are not yet perfect and do not always clearly
understand a given user command, so there is a problem that such systems can be subjected to different types of
cyberattacks. But, thanks to the development of neural network and cloud computing technologies, and the use of
modern hardware and software and methods to ensure reliability, this problem can be minimized.

Therefore, the study of methods and means to ensure the reliability of a specialized computer system for
voice control of the car is an urgent task.

Subject area analysis and relevant decisions

Problems solved in computer information systems have a number of characteristic features that affect the
technology of automated data processing.

The computer system has the ability to integrate with other engineering technologies, expand capabilities
and create a unified management environment, using the diversity and unification of computer equipment [1].

Dedicated computer voice control system helps you with voice commands to control functions such as
navigating the route in the navigator, using climate control and its functionality, controlling the multimedia system,
it also has the ability to interact with the user. With the help of voice assistants, the system can respond to voice
commands and display various information on the screen of the driver's multimedia device.
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In modern cars, voice control is performed by uttering the appropriate commands, which by undergoing
certain transformations are converted into control signals for the respective systems. Today, you can use voice
control to control the following systems in the car (Table 1).

Table 1
Voice control systems

System type Execution of functions

Climate control With the help of the climate control system, the user can change the
temperature, turn on the seat heating, change the fan speed and more.

Multimedia Provides the ability to receive, transmit, video and audio information.
Navigation Perform voice control of the car navigation system
On-board computer Determining the parameters of the car

In the voice control system, one of the main functions is voice recognition, which allows you to control the
mobile phone connected to it, use the various features of the multimedia system, use the radio, navigation system
and much more.

Entering voice commands greatly reduces your time and control, which in turn helps you focus on the road
and driving. It is also possible to use voice commands to interact with navigation systems, ie paving or changing
routes, etc. Voice control systems support a variety of languages, including the unpopular ones.

The process of voice recognition in specialized computer voice control systems (Figure 1) takes place in
several stages. At each stage, a number of different methods are used to process the material signal. The process of
voice recognition can be divided into three stages:

- receiving a voice signal and processing commands;

- recognition of phonemes and words;

- understanding of the voice command.
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Fig 1. Scheme of the voice recognition process

The process of automatic determination of "who speaks" is performed on the basis of individual
information input to the voice signal [2]. When driving a vehicle, human voice and gesture commands are entered as
input data of the vehicle [3].

Today, the most popular car voice control systems are Android Auto [4] and Apple CarPlay [5]. To use the
car's voice control functions, these systems use voice assistants.

After analyzing the operation of the car system "Android Auto", we can conclude that one of the problems
is the voice control system - it's voice authentication. Due to this problem, criminals can perform cyber attacks, so-
called inaudible or ultrasonic commands (DolphinAttak), on voice control systems.

To ensure the reliability of this system, you can use the method of "Hidden Markov model" [6]. There are
two ways to send a voice signal to your device. They use the phonetic and whole word approach. The method is to
identify the speaker and authorize it next to the voice database. First, the system learns with the help of certain
voices, then it is tested with an unknown voice and then the system recognizes the user who owns the unknown
voice. The recognition system is divided into two subsystems, such as text-dependent and text-independent.

Also, the car system "Android Auto" with voice control is vulnerable to other types of cyberattacks, such as
attack by light commands performed by, giving a light command to the microphone of the voice control system with
a special device for example, tinting car windows and more.
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Analyzing the work of the car system "Apple CarPlay", we can conclude that the problem of voice assistant
is often cloud data processing and dependence on the quality of Internet connection. So you need a quality and fast
internet connection to ensure the reliability of your voice control system. To do this, you can buy a 3G / 4G WI-FI
raster in the car, which will ensure the speed of your system with cloud data processing. The router can be connected
to the car's cigarette lighter, to the USB port of your car, depending on your choice and characteristics of the car.
But we should not forget that it is impossible to connect and configure devices from other manufacturers often
enough, or they will work with limited functionality [7].

High-quality and stable Internet connection will also help to solve another shortcoming of the use of voice
control, namely the malfunction, various system failures due to untimely software updates. To resolve this issue, you
need to update your device to the latest available software version.

Another very serious problem that is often encountered with the voice assistant in the system "Apple
CarPlay" is that it can read voice commands that were not assigned to it, ie respond to different types of noise, also
due to noise voice control system may misunderstand and perform your voice team. To solve this problem, you can
use the development of a system from Bose.

The company has developed a "QuietComfort Road Noise Control" system that can be installed in your car
to reduce noise levels, which will ensure reliable voice control. The system consists of microphones and a set of
accelerators, using acoustics installed in the car, filtering background noise, the system increases the clarity of voice
commands and expands the possibilities of voice control.

You can also use the method of speech enhancement integrates the display of characteristics, time domain
in a unified structure using the GAN network, it processes voice command waves and separates speech and noise
signals coming into two one-dimensional layers of Fourier transform convolution, which reflect signal shapes in
speech and noise spectrograms, which in turn are used to calculate losses. This method is superior to methods for
improving voice commands, based on the DNN neural network.

One of the significant shortcomings of automotive systems is the voice authentication mechanism, for
example, a criminal can bypass the security function of the voice assistant by pretending to be the owner by
attacking light commands, thereby gaining unauthorized access to the vehicle. The study clearly demonstrated [8]
how you can secretly and remotely enter voice commands with your own voice, in various ways without even
attracting the attention of users.

To ensure reliability, you can use the method of dynamic time scale transformation (DTW) [9]. This
method allows you to find the proximity, for two measurement sequences, in a certain period of time. It can be used
to recognize a voice command if two speech signals represent the same output voice command, even at different
speeds and lengths. One of the advantages of this method is ease of implementation.

Apple CarPlay, like Android Auto, is also vulnerable to cyberattacks, such as light commands. Next, the
example of the threat model will show how such an attack occurs. The purpose of the thief is to remotely enter
commands that pose a threat to the user's device, using a special device (laser). For example, an offender does not
have physical access to a user's device, so he cannot change settings that are not available by voice, but he can gain
remote access to the target device and its microphone by entering light commands. It should also be noted that
remote access to the target device allows you to monitor the LEDs of the device, which in turn shows him how they
react (light up) after recognizing the voice command and allows remote use as feedback. to determine the success of
the attack attempt. To protect the reliability of the voice control device in the car as protection, you can use both
hardware and software protection.

Methods of ensuring the reliability and protection against modern methods of cyber attacks on the
voice control system

Today, Apple's Siri or Google Assistant voice assistants, used for voice control on Apple CarPlay [4] and
Andoid Auto [5], respectively, are becoming popular. the method of human interaction with the car through voice
control. With the advent of these systems, there has also been a need to provide protection for them. As previously
described, these systems have a common vulnerability to the voice authentication system.

Next, we will discuss the methods of protection and reliability against cyber attacks by ultrasonic and light
commands on a specialized computer system of voice control of the car. It should be understood that the voice
control system, which depends directly on the speaker, is performed locally, and not the dependent voice control
system is performed through the cloud service [10].

When a user uses a cloud service, signals that have been pre-processed are sent to servers where these
signals will be recognized by machine algorithms. If the SCS recognizes the command, it will run the program to
perform the operation. All commands and actions are system dependent and defined. Dedicated computer voice
control systems have a wide range of functions and voice commands that are quite difficult to activate. Most
security research for voice control systems focuses on cyberattacks, voice recognition algorithms [11], or malicious
software.

In order to have access to control of the voice control system, Dolphin Attack must generate activation
commands before the general introduction of voice control commands. Next, on the example of the voice assistant
"Siri" who works in "Apple CarPlay" [4], how exactly is the generation of voice commands. Siri Voice Assistant
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works in two modes, namely activation and recognition. Before executing voice commands, you need to activate it,
so you need to generate two types of voice commands, for activation and basic control commands. Activation is
considered successful if the voice command meets the requirements: has wake-up words "Hello, Siri" and mimics
the user's voice under which the voice assistant was trained. For a thief, creating an activation team is quite difficult,
unless of course he is able to record the words of the user's activation.

Generating a certain voice in "Hello, Siri" using the current speech methods and functions extracted from
the recordings [12] is extremely difficult, and sometimes not possible at all, because it is unclear what set of
functions is required for voice identification. Therefore, you can use two methods to create activation commands for
the voice assistant.

DolphinAttax can use different voice command activation kits, with different voice tones, using speech
synthesis systems. The method is used when the offender has the ability to write words or phrases of the user, with
the possibility of further breaking them into phonemes and combining them into different words, including those
necessary for activation.

After undergoing activation, the offender may have access to general voice control commands. it is possible
to select the text of the control command and create it using language synthesis systems. The voice recognition
system does not verify the identity of the control commands.

To ensure the reliability of voice control of the car, from ultrasonic (inaudible) cyber attack, I want to offer
my own method of protection, which will use hardware protection and contain a device for future use.

The specialized computer voice control systems "Android Auto" [S] and "Apple Car Play" [4] have
shortcomings with voice authentication. That is, the criminal for a successful cyber attack (DolphinAttack) must
first remotely send an inaudible (ultrasonic) signal to wake up the system.

Such a signal, the offender can receive by recording the voice of the user on whose device the cyberattack
will be directed, to further break the signal into words that are necessary for activation. The proposed method will
help increase the protection of the system in the first stage of preparation for a successful cyber attack.

The essence of the method is to reduce the possibility of the offender to obtain a recording of the user's
voice. To do this, use an ultrasonic microphone recording blocker. To date, there are many different types, with
different characteristics and capabilities. Next (Figure 2), will show the use of an ultrasonic blocker using the
algorithm of this device.

START

¥

Ultrasonic blocker

Suppressing
ultrasound
signal

Execution of the
signal attenuation
process

Continue recording in

normal mode

Microphone recording
device

END

Fig. 2. Scheme of the algorithm of ultrasonic recording blocker

The size of the device is quite small and comfortable, and most importantly invisible, which makes it easy
to install in the car showroom or anywhere else.
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The next step will be to assess the effectiveness of Dolphin Attack's impact on various factors and methods
of protection for them. For a cyberattack, the speed of recognition of different types of voice commands will not
differ. Voice assistants such as Siri or Google Assistant are recommended for use in car voice control systems with
minimal background noise, as SGCs are sensitive and can lead to incorrect analysis and execution of user-defined
voice commands.

As the cyberattack is performed remotely, the level of background noise increases as the distance increases,
as previously described, which can lead to incorrect recognition of the voice command. Next, the methods and
means of protection in cyber attacks on the voice control system will be evaluated. Both hardware and software
methods can be used for protection.

Hardware protection is to improve the SGC microphone and its characteristics. The main reason for a
successful cyber attack is that the microphone can receive acoustic commands above 20 kHz, although ideally it
should not.

In general, most microphones allow signals above 20 kHz [13], so the microphone should be extended and
designed to curb acoustic signals in which the frequency is in the range of ultrasonic commands.

You can add a low-pass filter module to the microphone to detect modulated voice commands and cancel
the bandwidth using modulated voice commands. This allows you to detect signals in the frequency range of the
ultrasound, showing the modulation characteristics and where to modulate these signals to obtain the main
frequency band.

To provide software, you need to use the unique properties of voice commands that distinguish them from
the real thing. Figure 3 shows a demodulated cyberattack signal that differs from the original signal and that
recorded at high frequencies in the range of 800-2400 Hz.
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Fig. 3. Difference of demodulated signal from original [14]

The original signal produced by the Google TTS engine has a frequency of 25 kHz for modulation, so it is
possible to detect "Dolphin Attack" by performing a frequency analysis in the range from 800 to 2400 Hz. To
confirm the feasibility of detecting a cyber attack, the method of reference vectors as a classifier and extraction from
audio functions in the frequency and time domain.

Using the created voice commands "Hello, Siri", with the help of special programs for converting text into
a voice command, two samples of voice commands were obtained, in which one was recorded and the other was
played. In order to teach the classifier on the method of reference values, to detect malicious voice commands, it is
necessary to use several recorded audio samples, other samples can be used for testing. The classifier can distinguish
restored audio recordings from those recorded with a true positive result and a negative value of one hundred
percent.

The result of using a classifier made by the method of reference vectors, shows that this software method of
protection can be detected for malicious cyberattacks.

The next method of protection against inaudible cyberattacks will be to search for and detect signs of non-
linearity of the signal that is transmitted to the microphone of the voice control system. To do this, you need to
understand whether it is possible to identify traces of non-linearity, which the offender will not be able to get rid of.
But first you need to understand exactly how acoustic nonlinearity works.

In general, microphones and speakers are designed as linear systems, which means that the output signals
are linear combinations of input signals. In the power amplifier used in microphones and speakers, the input audio
signal is s (t), then the output signal should ideally be:

Sour (t) = Ays(t), (1)

where A is the gain of the amplifier;

MDKHAPO/IHUIT HAYKOBUI JKYPHAJL . 99
«KOMIT'IOTEPHI CUCTEMMU TA IHOOPMAIIUHI TEXHOJIOI'II», 2022, Ne 2




INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

In practice, components in microphones can usually be linear only in audible frequency ranges, ie greater
than 20 kHz. In ultrasonic bands where the frequency is less than 25 kHz, they do not show linearity [15]. It follows
that for ultrasonic signals the output of the amplifier is calculated:

Sour (1) = X2, A;si(t) = A, s(t) + A,5%(t) + A;83 - ~ A;s(t) + A,8%(Y) Q)

[16] shows how it is possible to reproduce ultrasonic signals that can be recorded by a microphone, but they
will be inaudible to humans. In the ultrasonic speaker there is a possibility of reproduction of two inaudible tones:
s, (t) = cos (2mf,t) with frequency f; = 38 kHz i s,(t) = cos (2nf,t) with f; = 40 kHz.
When the combined signal passes through a nonlinear microphone at the output it becomes:
Sour (1) = Ay (1) + Agshs (1) = Ay (51(0) + 5,(8) + Az (5,(1) + 55 (1))
= A, cos(2nf,t) + A, cos(2nf,t) + A, cos?(2nf,t) + A, cos?(2nf,t)
+24A, cos(2nf, t) cos (2nf,t), 3)
This signal has frequency componentsv f;, f,, 2f;, 2f; f, +1; and f; — f;. The microphone before,
digital processing and recording uses a low-pass filter to remove components higher than 24 kHz. So
frequencies

Siow (t) = Ay + Aycos (2n(f; — f3)1), (4)
In general,, f5 — f; = 2 kHz 3 recorded by the microphone, this shows a property that allows you to send an
inaudible signal, with the ability to generate a copy of the sound in the middle of the microphone.

Thus we mark the signal of the voice command: "Siri, pave the route...", which was pronounced by the
user - v(t), when he will say this command, the expression will be executed:
sp = v(t) +n(t), (5)

where 1(t)- microphone noise;
Let the offender reproduce this voice command using ultrasound, recorded signal sS4, look like:
4
Sax = 5 (1 +2v(8) +v*(8)) +n(t), (6)
Figure 4 shows the spectrum of the voice command for the s, and &,4, as these signals are
almost similar in structure, which means that the text converter outputs the same text for the sy and 5 4y,.

Fig. 4. Spectrogram for signal s, and s;4 Kk, voice command " Siri, pave route..."

Based on this, we can conclude that for protection you need to check any signal (input) and determine
whether it is a low-frequency user-specified, or a copy of the high-frequency cyber attack.

Attack by light commands is similar to cyberattacks by ultrasonic commands, the difference is that it uses
a special device (laser) to attack. Hardware and software protection methods are used to protect against this type of
attack. The software method of protection is to apply an additional level of authentication to the voice control
system. In [17], the authors use an additional step of user authentication, thus trying to protect against the execution
of unauthorized conference commands. The method is to use an additional authentication step before executing
critical commands and reduce attempts to enter the wrong password if the system supports this feature.

This method can also help if the offender is unable to hear the response of the voice control system because
it is far from the attacked device. For example, the system will ask any random question before executing a voice
command, to which the offender will not be able to answer, thus stopping the attack.

The next method of protection is to use the operation of sensor algorithms, and use methods of merging
them to detect commands entered on the basis of light [18]. Voice assistants often have and use multiple
microphones. The essence of the method is that the offender uses one special device (laser) to attack light
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commands and uses only one microphone that receives the signal, while other microphones do not receive anything.
So you can try to detect the attack using comparisons of signals from multiple microphones, ignoring voice
commands that are entered using a special device (laser). This method can be effective only when one attacking
device is running.

The imperfections of specialized computer systems with voice control of the car, namely with the problems
of authentication or lack thereof in general, allow criminals to access various functions and capabilities of the car.
Using various types of cyberattacks, such as attacks by light commands, or the introduction of inaudible (ultrasonic)
commands, with the help of special devices aimed at microphones of voice control of the car, will allow criminals to
bypass the imperfections of the driver authentication system.

The previously described protection methods allow to ensure the reliability of the car's voice control
systems, quite effectively, but not as much as possible. As a result of the review of the original sources of the
authentication system of different cars, the material obtained, the analysis of which led to the conclusion that to
ensure the reliability of the car voice control system, you need to use an additional authentication system that will
allow only the driver or proxies. system management and more. To solve the problem of additional
authentication, an autonomous security system will be created, with the possibility of direct authentication using the
fingerprints of the car owner or proxies. The main components of the system will be the Arduino UNO board,
fingerprint scanner, LCD display, servomotor. The Arduino IDE will be used to download code and program the
Arduino UNO board. The algorithm of the system (Figure 5) shows that if the user is not authenticated correctly, the
system will not be able to provide access to the car's functions.

START

Scanning the
fingerprint

ARDUINO UNO

L ) NO
he user's fingerprint
matches

On the "Confirmed" "Not confirmed” on
dizplay the display

!

Starting the car
system

v

Fig. 5. Block diagram of the biometric authentication system algorithm

Biometric fingerprint recognition technology is a new and modern method for ensuring reliability and
protection for security systems. This method uses the physical presence of the user to authenticate the user. Today,
fingerprint recognition is widely used in various biometric systems, such as telephones, smart devices, biometric
locks, bank payments and more [19]. The use of biometric authentication as a personal code as a personal code is
considered a traditional method.

The use of this biometric authentication system will be quite reliable and will allow the user to provide
reliability for specialized computer systems of the car, and block the criminal's access to the voice control system,
which in turn will prevent various methods of cyberattacks

Known approaches to solving this problem are based on the work [20], which states that biometric security
technologies are one of the most effective protection systems, and are increasingly becoming everyday attributes in
the lives of ordinary people. In recent years, these systems have become widespread in the production of mobile
technology, ie smartphones are built-in fingerprint scanners, voice recognition and more.
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Particular attention is paid to the problem of authentication, related to the development of methods and
tools to ensure the reliability of the car's SCS. That is, through the process of authentication of a person, using the
comparison of its characteristics with the characteristics that were previously entered into the system, it is possible
to determine as accurately as possible whether the user has appropriate access to the requested information or not.
This makes it possible to ensure the reliability of the current problem of information security.

An important point for research in automotive authentication systems is the fact that in today's world there
is a high demand for reliable and safest systems in vehicles. Thus, the design and development of hardware and
software biometric security system using fingerprint technology to prevent unauthorized access to the car is simple
and useful to use. The hardware and software implementation of the system will use an additional method of user
authentication, which will be based on the ability to start the car's ignition system, which in turn will use its
functionality and prevent its use in case of incorrect biometric authentication with fingerprint.

Fingerprint sensor, allows you to match the image of the user's fingerprint with what is stored in the system
memory of the sensor. The research program focuses on a tool to obtain answers and follow instructions according
to the results obtained, using the Android Uno microcontroller and includes the following security issues. Who use
the analysis of the obtained results and check whose fingerprints can get access rights to turn on a specialized
computer system of the car.

Experimental results and analysis of an additional user authentication system

Checking access to the car's biometric authentication system can be considered successful if the user turns
on the car's system using their own fingerprint, which is registered in the device's memory. If the user registered in
the system is unable to do so, the system may be considered defective.

The experiment is performed by detecting fingerprints for the system, aimed at finding the value of the
success rate of other fingerprints that have not been entered into the scanner database. The experiment is performed
by setting the fingerprint of the user, and then continuing to establish the fingerprint of the second user. To
determine the percentages, changes in the ten right fingerprints of users that were used using another person's scan
pattern that was not registered in the fingerprint sensor scanner will be checked.

An important point for the study is the position that the scanner is very sensitive to the placement of the
user's fingerprints. The location of the fingerprint should be exactly on the layer of the scanner glass so that the
fingerprint is read clearly and in accordance with the input and stored in the system. The results of the study of the
fingerprint module are shown in table 2.

Table 2 shows the matrix of test results. The matrix displays the actual and incorrect number of predictions
in the matrix test data. The input data of the matrix have the following values:

- positive (true) - is the number of fingerprints of users using a scanner;

- negative (true) for the number of prints of other users that are detected incorrectly;

- false-positive fingerprint results of another user being entered, verified and correct;

- false-negative when the fingerprint scanner module indicates that the car startup system could not be

accessed.
Table 2
Study of the fingerprint scan of the user of the car's biometric system
Fingerprint Positive Negative False-positive False-negative Car system
(real) (real)
1 1 0 0 0 included
2 1 0 0 0 included
3 1 0 0 1 excluded
4 1 0 0 0 included
5 1 0 0 0 included
6 1 0 0 0 included
7 1 0 0 1 excluded
8 1 0 0 0 included
9 1 0 0 0 included
10 1 0 0 0 included

Based on the above results, it can be concluded that the success rate of the fingerprint of the user who can
access the car is 90 percent.

Similar works
There are many articles on this topic, for example, a scientific article [21] presented the results of user
interaction with a specialized computer system "Android Auto". The study examined the interaction of drivers with
the functions of the voice control system and the safety of their control on the road. The results of the study showed
that using the "Android Auto" system is quite safe.
McAfee and its partners have published a report called "Precautionary Software" [22], in which they
analyzed the new threats and risks in the automotive specialized computer system that are present in modern cars. In

102 MDKHAPO/IHUI HAYKOBUI XKYPHAJL .
«KOMIT’IOTEPHI CUCTEMHU TA IH®OOPMALIUHI TEXHOJIOT 1I», 2022, Ne 2




INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

[23-24], the authors show a comprehensive approach to show that the safety of modern cars may be compromised
due to interference and interference with the passage of Bluetooth and Wi-Fi signals. In some articles, such as [25],
security and privacy issues in car voice control systems are solved using different cryptographic methods, or using
different secure development environments [26].

Conclusions

As a result of summarizing the literature to ensure the reliability of a specialized computer voice control
system, a number of problems have been identified, the main of which is the imperfection of the user authentication
system.

To implement the solution to this problem, a hardware and software product of an additional biometric
automotive user authentication system was created and developed. The system was created to ensure the reliability
of cyber attacks on the voice control system.

An experiment with a biometric authentication system found that the success rate for a registered
fingerprint user who can access the car is ninety percent.
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