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This paper considers so-called “"blade” server solutions of multiprocessor systems with several of the same type of maternal
modules installed in a single case. It is shown that the computations parallelisms effectiveness of such systems significantly depends
on many factors; one of the most essential is the data features between the neighboring nodes of the multiprocessor system, which
Is usually the slowest part of the algorithm and can negate the effect of the number of used processors. The network interface channel
aggregation can solve the indicated problem.

The studies show that, at present, the channel aggregation problem in modular multiprocessor cluster systems has not
been solved properly. Meantime, there are critically few studies that reveal the architectural influence of the multiprocessor system
network interface on computing performance.

The work set the goal to improve the network interface structure of the multiprocessor system and increase its performance
by multidimensional network interface channels aggregation, adapted to solving the studied class problems. At the same time, the
network interfaces main operating modes in multiprocessor computing systems were analyzed, their impact on the assessment of the
parallelization performance was revealed, and ways to increase the multiprocessor system efficiency by its network interface
architecture reorganization.

An analysis of the detected modes of network interface operating in the modular multiprocessor cluster system was run.
For the first time, analytical ratios of the multiprocessor computing system efficiency were derived from its network interface
parameters. The operation conditions of the cut-through switch are determined so that the information is transmitted without the
store-and-forward switching procedure. That approach ensures the transmission of the package at the highest speed, which leads to
improving the multi-processing system efficiency in the organization of multi-channel modes of its network interface operation.

The practical value of the results obtained is the proposed multiprocessor system application to create new technological
processes. Separately, the application relevance of the proposed approach to solve the digital economy problems should be noted.
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JIMUTPO MOPO3

Harionamsanii TY «/[HinpoBchka HOJITEXHIKa»

AOCIIUKEHHA MEPEJKEBUX XAPAKTEPUCTHK KOMYHIKAIIAHOT O
IHTEP®EUCY BATATOITPOECOPHUX MOAYJIbHUX CUCTEM

CTaTTio NPpUCBSIHEHO AOCTIIKEHHIO Tak 3BaHux "6/1e/4" cepBeEpHUX pillieHb 6araTorpoLECOPHUX OBYUCTIIOBAILHIX CUCTEM,
BIZIMOBIAHO [0 SKUX AEKITTEKA OQHOTUITHNX MATEDUHCLKUX MOZY/TIB BCTAHOB/IOIOTLCS B O4HOMY KOPriyci. [Toka3aHo, Lo e@eKTUBHICTb
PO3M3PaneNoBaHHs OBYNCTIEHD TaKNX CUCTEM ICTOTHO 3a/1eXUTk B 6arateoX YMHHUKIB. [TDOTE, OANH 3 HaVIBaX/MBILLMX - L
0CO6/MBOCTI IEPECUITKN AaHNX MK CYCIAHIMU By3/1amMu 6araTorpoOLECOPHOI CUCTEMY, KA 3a3BMYaKl € HaUOBIIbHILLIOK YaCTUHOK
anropuTMmy. Y 3B'A3Ky 3 UMM MIAKDECTIOETECS, YO BAaX/NBUM YUHHUKOM [MABULYEHHS €QPEKTUBHOCTI (DYHKLIIOHYBAHHS MOAYJ/IbHUX

Bii3HaYa€eTbCs, 1O BKA3aHy MPOBIIEMY MOXHA PO3B'SA3aTV 3a PaxXyHOK arperayii KaHasms MEPEXEBOro IHTEpgevicy. lpore
HUHI pobriema arperawii KaHasis B MOAY/1bHUX 6aratorpoLeCOPHNX KIACTEPHUX CUCTEMAX HE PO3B A3aHA HA/IEXHNM YHHOM. 3 IHLLIOrO
6OKY, KpUTUYHO MEJI0 SOCIIIKEHD, B SKUX PO3KPUBABCS U BIUIUB 3PXITEKTYPU MEPEKEBOIO IHTEPPEVICY 6araTtorpoLIECOPHOI cucTemm
HA eEKTUBHICTL PO3IapasentoBaHHa 0O6YNCIIEHD.

Y poboti nocrasneHa MeTa  yAOCKOHANIEHHS CTPYKTYDU MEPEXEBOrO IHTEpQENcy 6aratonpoyecopHoi cucTtemMu T1a
niABALYEHHS T MPOAYKTUBHOCTI 3a pPaxyHOK 6araToBuMIpHOI arperauii KaHasiB MEpPEeXeBOro IHTep@esicy, aaarToBaHOro 4o
PO3BA3YBaHHS 33434 AOCTIKYBAHOro kiacy. lpy LbOMy MPOBEAEHO 3HA/TI3 OCHOBHUX PEXUMIB POBOTH MEPEXEBOIO iHTEPDECY y
6ararorpoLECOPHUX OBYNCIIIOBASIbHUX CUCTEMax | BUSIBJIEHO IX BIUIMB HA OLIHKM E@EKTUBHOCTI PO3apaae/itoBarHs, a TaKoxX
T1OKA3aHo LLISXU TTIABULYERHS €PEKTUBHOCTI OaratoripoLeCcOpHOI CUCTEMU 3a PaxyHOK PeopraHi3alii apXiTekTypu i MEpEXeBOro
IHTEDDECY.

Yneple BuBegeri aHaniTnyHi CriiBBIAHOLIEHHS OLIHOK e@EeKTUBHOCTI 6araTtonpoLecopHOI 064NCIIOBAa/IbHOI ccTeMU Yepe3
niapameTpu i MEPEXEBOIro IHTEPQercy. poBegeHmi aHarni3 BUSBIIEHUX PEXUMIB POBOTH MEDEXEBOIO IHTEPGEVCY B MOLY/IbHIV
6aratornpoLECOpHivi KIaCTEPHI CUCTEM).  BU3Ha4YeHi yMoBu poBOTH KOMYTaLIVIHOI Matpuui KOMyTaTtopa B —PEXuMi HACKPI3HOI
KomyTauii (cut - through) 3 TuM, W06 [HGOPMALIS NEPEAABANACT GE3 BUKOPUCTaHHS fpouyesypy 6ygepuszauii. Takmi rgxig
3abe3rneyye nepegady raketiB 3 HarubIfbLIOK LWBUAKICTIO, LUO PU3BOANTL [0 O/TIMLIEHHS OLIIHOK eQeKTUBHOCTI 6araTorpoLeCcopHOi
CUCTEMI 1IPH Oprari3aLii 6araToKaHaIbHNX PEXVMIB QYHKLIOHYBaHHS iif MEDEXXEBOIO IHTEPGEVICY.

[IpakTmy4Ha LiHHICTb OTPUMaHNX Pe3y/IbTatiB IO/ISIrae B 3acTOCyBaHHI 3arporoHoOBaHoi 6aratonpoLeCcopHoi cuctemu 4is
CTBOPEHHST HOBUX TEXHOJIONYHUX rIpoyeciB. OKPEMO T/ 3a3Ha4nTv aKTyaslbHICTb 3aCTOCYBAHHS 3arporioHOBaHOMo Miaxoay A/s
PO3BA3YBAaHHS 33434 LIN@PPOBOI EKOHOMIKY.

Kito4oBi ¢/10Ba: 6aratonpoLecopHi CUCTEMY, MEDEXEBMH IHTEDGDEUC, arperalis, O6YNCIIIOBA/IbHI BY3/M, MPUCKOPEHHS
06YUCTIEHD.

Introduction
The parallel computing systems application is caused by the fundamental restriction of the maximum possible
performance of ordinary sequential computers. However, it is explained by the almost constant computing tasks, for
which the possibilities of available computer equipment are insufficient.
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This paper considers so-called “blade” server solutions of multiprocessor systems, where several maternal
modules are installed in single cases [1, 2]. Practice shows that blade systems are more compact and convenient to
maintain, and their implementation is not much more expensive than multiprocessor computing structures.
Nevertheless, thanks to the growing demand and offer of “blade" configurations in our market, this kind of cluster
computing system was designed. The main features of its architectural design are set out in [3, 4]. In the cluster
configuration, its implementation modular principle was chosen. That provides, if necessary, its expansion by
installing additional modules. Each node works under the control of its copy of the operating system. The composition
and power of such a cluster's nodes can change, allowing the creation of heterogeneous systems. The switching
network connects the system’s computing nodes. The system contains a separate reconfigured network to interchange
data between computing nodes, additional controlled switches that work in parallel, intermediate buffers of the switch,
and provides for network loading of nodes and a reservation mechanism of key components.

Almost simultaneously with the first multiprocessor systems advent, it was necessary to assess their
effectiveness, performance, and speed and subsequently compare such computing systems, considering those
parameters. However, the parallelization performance of computations significantly depends on many factors; one of
the most important is the data features between the neighboring nodes of the multiprocessor system, which is usually
the slowest part of the algorithm and may negate the increased effect in the number of used processors. Those issues
were determined for the modeling procedure for a wide class of tasks by modular multiprocessor cluster systems and
were developed in [5 - 8].

However, there is no proper development, or there are no papers devoted to studying the network interface's
influence on the modular multiprocessor computing systems’ performance. Consequently, the important factor in the
modular multiprocessor systems' performance is their network interfaces' selection, design, and organization. The
multiprocessor cluster system performance studied in this paper will be evaluated from those positions.

Setting the research problem and its relevance

One of the main problems of the modular multiprocessor cluster systems application can be formulated as
follows: we have a variety mesh of M dimensions, and the t value determines the problem computation time that is
solved by a single processor system. That parameter is critical. It is necessary to reduce the computation time,
maintaining the M value significantly. Hence, the issues of effectiveness, speed, and performance are the main
attention when constructing cluster systems. That approach is focused, e.g., on developing new technological
processes (when the computation time is a critical value) [9, 10]. In addition, similar problems often must be solved
in medicine, military equipment, etc. At the same time, the parallelization effectiveness of computations depends on
many factors; however, the network interface organization is one of the defining. Currently, such a problem has not
received proper development for modular multiprocessor cluster systems. In this regard, the studies considered in this
paper are paramount and will undoubtedly cause interest among relevant specialists.

Analysis of recent studies and publications

So, the task is considered to reduce the computation time by increasing the number of components of the
cluster system. Meanwhile, we will assume that the computation area is evenly distributed between the nodes of the
cluster system. For the research convenience, we will assume that the area form on which the computations are run is
square.

A complete and comprehensive analysis of assessments of the effectiveness of the modular multiprocessor
cluster system is given in [11, 12].

However at planning and effective use of the multiprocessor system basic attention is spared to the
interconnect network of the system and her topology [13]. Topology of cluster and his fast-acting at the decision of
calculable tasks, undoubtedly, problems are constrained.

To our opinion, the new high-quality stage of development of the multiprocessor cluster systems lies in area
of the use of new modern network technologies [14]. Thus efficiency of parallelization of calculations depends on
many factors, however one of qualificatory are a choice and organization of network interface. It is explained as
follows. The network of the cluster computer system fundamentally differs from the network of the work stations,
although for the construction of cluster ordinary network maps and switchboards which are used during organization
of network of the work stations are needed. However in case of the cluster computer system there is one fundamental
feature. The network of cluster, first of all, is intended not for connection of computers, and for connection of
calculable processes. In this connection, than higher there will be a carrying capacity of computer network of cluster,
the user parallel tasks, executable on a cluster, will be considered quicker. Thus, technical descriptions of computer
network acquire a primary value for the multiprocessor cluster systems.

Note that during multiprocessor systems, processors interchange data at the joints of computing areas during
each iteration, using variables’ current values. In this respect, the data transfer features between neighboring nodes of
the multiprocessor computing system were considered in the above works. The options for one-sided and bilateral
data transfer between processors were compared in this case. As expected, with bilateral data interchange mode, the
computation acceleration decreased by increasing the boundary data exchange time.
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To study the ways to accelerate computations, the method influence of transmitting data between the cluster
system nodes was separately studied. In this regard, the influence of the duplex and semi-duplex mode of data
transmission in the computing network was investigated. Note that the duplex mode is the speediest computing system.
It allows for effective use of the computational capabilities of cluster structures in combination with high data transfer
speed channels. Given the described circumstances, the indicated works emphasize the importance of studying the
multiprocessor system performance features in implementing the duplex operation mode. So, the review shows that,
on the one hand, quite serious attention is paid to issues of studying the multiprocessor cluster systems performance.

The studies conducted in this paper aim to eliminate the specified deficiency when analyzing the
multiprocessor cluster systems' performance. On the other hand, such studies cover the most diverse modes of
functioning cluster multiprocessor systems. However, it can be noted that today the influence problem of the cluster
system network interface on its effectiveness is not fully disclosed. Moreover, the research on improving the network
interface architecture was also not developed to increase the data interchange rate between the computing nodes of
the multiprocessor cluster system.

The research’s purpose and objectives

The main goal of the studies is to develop further the approach related to the performance assessments
analysis of the multiprocessor cluster modular computing system. Meantime, the main focus on the network interface
influences the features of such a system in assessing its effectiveness.

As a result of the studies, the following tasks must be solved:

- identify and establish the main modes of network interface operation in multiprocessor cluster systems;

- analyze the main modes of network interface operation in multiprocessor cluster systems and identify their
impact on the parallelization performance assessment;

- identify ways to increase the multiprocessor cluster system efficiency by organizing its network interface
architecture;

- for determining assessments convenience of the multiprocessor computing system performance, to derive

the main analytical ratios via network interface system parameters.

Purpose of the research’s main material

In the first stage of research, we consider the formation features of the network interface architecture of the
cluster system and the main modes of its operation, and then, in the second stage, we will analyze the cluster system
processors' interaction with its interface.

So, to evaluate the processes occurring in the cluster system when organizing the relevant information flows,
it is necessary to compare the cluster network throughput and the switch throughput. That procedure is necessary for
the optimal components’ selection of the multiprocessor system network interface. Therefore, for the research
convenience, we will introduce into consideration a parameter such as an interface overall throughput of the
multiprocessor system according to the manufacturer's specification (V;):

Vl-=Vp-N. (1)

Here N is the number of cluster nodes and Vp is the protocol throughput of the modular system interface,

Gbit/s. For the exhausted multiprocessor system, the interface speed corresponds to 200 Gb/s.

When designing a multiprocessor computing system, the NVIDIA hardware was used. In the considered
multiprocessor system, the NVIDIA QUANTUM-2 switch is used. Each of the eight ports in this system can
simultaneously transmit and accept data at full speed of 400 Gb/s in the duplex mode. In that case, the capacity is
specified in packages per second, and the declared 1600 Gb/s are achieved when transmitting large packages. We
assume that the mesh considered by the mesh boundaries has just such features. With that approach, one can compare
the total interface throughput of the modular multiprocessor system (7;) and the switch capacity (V).

For further analysis of the cluster system network interface, we put the coefficient k s into consideration, and
we will interpret it as a throughput coefficient of the multiprocessor system interface that we determine as:

V .

k.= 2

s T V. (2)
Considering equation (1), we get:
V,-N

k. = L ) 3

s Ve (3)
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In [12], studies are true for the so-called “ideal” cluster when k s=1, i.e., all the necessary information for
transmissions in the cluster system via the switch is distributed without delay between its necessary nodes. Such a
campaign for the processes study in cluster systems was useful to identify the main operating modes of the cluster
system and evaluate them respectively. However, it is almost impossible to create an ‘ideal’ cluster in practice. Hence,
the previously revealed features of the cluster system functioning must be clarified considering new circumstances
that have been revealed. For this approach development, we considered the coefficient concept of switch throughput
capacity ( k;, ):

Vi

ke =y N )

For a more detailed analysis of the multiprocessor system operation, we consider some features of its switch
operation. So, if N nodes of the multiprocessor system try to establish a connection with one knot on the InfiniBand
protocol [13, 14], the switch’s cross bus can allocate only a bandwidth strip for each node (cx) that is determined based
on the ratio of the type:

=2 (5)

N
In such circumstances, we will perform the procedure for modeling those coefficients depending on the
number of cluster system nodes.
Table 1 lists the initial data for studying the changes area in the multiprocessor system network interface
coefficients.

Table 1
The initial data for computing the cluster system network features
Vg 200 Gbit/s
Vi 1600 Gbit/s
Table 2 represents the resulting modeling results.
Table 2
The modeling results
Quantity of nodes, N ks ki Ck

2 0,25 4,00 800,00
3 0,38 2,67 533,33
4 0,50 2,00 400,00
5 0,63 1,60 320,00
6 0,75 1,33 266,67
7 0,88 1,14 228,57
8 1,00 1,00 200,00
9 1,13 0,89 177,78
10 1,25 0,80 160,00
11 1,38 0,73 145,45
12 1,50 0,67 133,33
13 1,63 0,62 123,08
14 1,75 0,57 114,29
15 1,88 0,53 106,67

The modeling results are also presented as graphic dependencies (Fig. 1). For the analysis convenience of the
studied coefficients, the corresponding graphic dependencies are presented in a single coordinate system.

We will conduct the results’ preliminary analysis. Obviously, with an increase in the number of nodes of the
multiprocessor system, the network capacity will increase (7;). The change in the bandwidth of the system interface

(k s> Equation 3) will be run according to linear law (Fig. 1, line 1). On the other hand, the growth of the data volume

transmitted between the system module units will lead to the switch overloading it, and its bandwidth coefficient (k k,

Equation 4) will decrease according to the non-linear law (Fig. 1, line 2).

So, a preliminary results analysis of modeling the main network coefficients of the multiprocessor system
created the prerequisites for summarizing the results. Then, for a complete research picture, we introduce some
definitions, and then, considering the formulated definitions, we conduct a detailed analysis of the main network
features of the system.
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ks, ke

N
Fig. 1. Dependence of the main network coefficients of the multiprocessor system on the number of nodes

Definition 1. 4 network equilibrium point is a point at which the bandwidth values of the multiprocessor
system interface and the switch throughput coefficient will be equal.

Definition 2. The equilibrium number of multiprocessor system components is the number of nodes that
corresponds to the network equilibrium point.

Definition 3. An ideal multiprocessor modular system is a system where the equality of the following network

features is fair K s — k k-
Definition 4. 4 real multiprocessor modular system is a system, where the following inequality for network

features is observed Ky # K.
Definition 5. The resource deficiency of the multiprocessor system network interface is such a case of the

system functioning where the inequality of the following network system features is performed k s < k k-
Definition 6. Excessive resources mode of the multiprocessor system network interface is such a case of the

system functioning where the inequality of the following network system features is performed k s > k k-

So, considering the above definitions, it is possible to clarify the network interface functioning features of
the modular multiprocessor system and perform a detailed analysis of the main computation ratios, given in table 2.

As part of the analysis of the multiprocessor system network interface at the first stage, we note some
necessary features of the switch functioning. Meanwhile, we note that the switch performance depends significantly
on the switching types. The switch used supports four switching types:

— cut-through,;

— store-and-forward switching;
— fragment-free switching;

— intelligent switching.

With the cut-through switch, only a few of the first bytes of the package are received in the input port buffer,
which is necessary to read the destination address. After setting the destination, in parallel with the reception of the
remaining bytes of the frame, the required route switches, and the package is transmitted to the output port if other
cluster devices do not use it. Otherwise, the entire package enters the buffer of the entrance port. The cut-through
switch provides the highest switching speed and a significant performance gain.

With store-and-forward switching, the package enters the entrance port buffer, whereby the control amount
is checked for errors. The package is transmitted to the output port if the errors are not found. That switching method
guarantees filtration from erroneous packages; however, the switch capacity is reduced due to the store-and-forward
switching procedure.

With fragment-free switching, not the entire package enters the input port, but only the first 64 bytes. For a
minimum packet, this corresponds to the full store-and-forward switching, and for packages whose size is more than
64 bytes, that corresponds to a cut-through switch. Thus, with non-fragment switching, only minimal personnel are to
be checked.

The switcher chooses the optimal operating mode for each port with intelligent switching.

We first note that to obtain high-performance assessments and accelerate the multiprocessor system
computations, it must function in one of the indicated switching types in network interface resource deficiency mode.
Such a statement is obvious because the total speed of the transmitted and accepted data by all nodes of the
multiprocessor cluster system should not exceed the switch throughput.

The main features of such a modular multiprocessor system (including speed) will deteriorate significantly,
and the main task of forming a computation multiprocessor will lose its meaning. The main feature of the network
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interface's excessive resources mode is that the switch may get overloaded when the incoming traffic exceeds the
output. In this case, the data switching conditions change. Here, the switch goes into the store-and-forward switching
mode, which leads to a loss of switch performance. However, a critical increase in the data volume in the port leads
to its overflow and, as a result, to information loss. Hence, the switch will not be able to provide the most stable and
reliable formation of the data switches in the computing system.

In general, we note that the results of modeling the multiprocessor system's main network features show that
network interface resource deficiency mode is characteristic of low-performance multiprocessor systems, in which
network interface can be built on primitive switches or with its unsuccessful organization.

Finally, modeling the system’s main network feature convincingly refutes the statement "the more nodes in
the cluster system, the faster it operates."

Next, we proceed to a more detailed analysis of modeling the system’s main network features considering
the noted circumstances. Obviously, in considering network interface parameters, the “ideal” multiprocessor system
will be when its number of nodes corresponds to N = 8 (Table 2). In addition, Table 2 shows the switching lane
computation of the switch (cz) for this network interface operation mode. Note that the value N =8 of the passage strip
for each output port of the cluster system will correspond to 200 Gb/s, which is fully consistent with both the duplex
mode of data interchange in the multiprocessor system and with the system capabilities. Hence, the multiprocessor
system network interface will function in its resources deficiency mode of multiprocessor system network interface
and maximum allowable loading conditions of the switching channels. Thus, the declared switch technical capabilities
will be fully consistent with the switching network capabilities.

Considering the marked circumstances, there are prerequisites for general analysis of the network interface
of the multiprocessor system functioning. To do this, we introduce such a feature as the modular system coefficient

capacity (kp):

k. =

p

{1, for the mode of network interface resources lacking, ©

k., for the mode of network interface resources excess.

Fig. 2 shows a geometric interpretation of the change in the modular system capacity coefficient from the
number of its lines. Furthermore, the analysis of this dependence shows that it is obvious for the network interface
resources deficiency that the network interface features will determine the multiprocessor system’s bandwidth
coefficient. Meanwhile, due to the network interface resources deficiency features, such a coefficient is taken equal
to unity since the switching matrix will work in a cut-through switch, and the information will get transmitted at the
highest speed without the store-and-forward switching of transmitted packages. In the network interface excess
resources mode, such a parameter will be determined by the switch’s features when incoming traffic exceeds the
output. Here, the switch goes into the store-and-forward switching mode leading to its performance loss. Figure 2
reflects that circumstance in the waning line.

0,00

o

ro

=
<

10 12 14 16
Fig. 2. Dependence of the coefficient of throughput of the multiprocessor system on the number of nodes

Analysis of the identified functioning modes of the multiprocessor system network interface allows
formulating the following problem: how can one increase the estimates of the multiprocessor systems’ network
interface? In other words, this problem can be formulated differently: How can one increase its performance and
speed assessments by the architecture design features of multiprocessor modular systems’ computing networks?

Such a problem can be solved as follows. The main feature of the studied multiprocessor cluster system is
that the data interchange between computing nodes is submitted to a separate network operating on the channel

MDKHAPOJIHUI HAVKOBUI KYPHAJI . 87
«KOMII'KOTEPHI CUCTEMMU TA IHOOPMAIINHI TEXHOJOT'TI», 2022, Ne 3



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

(second) level using channel bonding technology [3]. That approach aims to increase the data interchange rate between
the cluster nodes and decrease the channel load that connects the cluster nodes. On the other hand, the Socket Direct
technology of the multiprocessor system interface throughput.

Furthermore, the network interface channels aggregation by introducing additional controlled switches that
work in parallel, allowing to change the network configuration via the terminal or WEB interface, and increasing its
throughput [13]. Such a network architecture provided high-speed access to the nodes” memory. In general, we note
that the reconfigured network implementation increases the multiprocessor system performance, adapting its network
structure to solve each specific type of task.

So, the proposed network multiprocessor system architecture will allow, firstly, to increase the computation
speed when solving highly tied tasks and, secondly, to provide high-speed access to the memory of the cluster
components, reducing the channel loading, which occurs between the computing system nodes. In this respect, further
efforts will be aimed at obtaining the numerical assessments of the cluster system network interface by the channel
bonding technology implementation and the channels aggregation of the system’s network interface. For that purpose,
considering the channel bonding technology and the network interface aggregation procedures must be clarified by
ratios (3) and (4), which characterize the main network features of the cluster system. The system’s network interface
bandwidth will determine in the following way:

_ VpNk
s — .
Vk'km

(7

Here £ is the number of symmetric computing subnets that operate simultaneously due to channel bonding
technology, k., is the number of switching matrices in the data interchange network.

Switch capacity (k k) remains the same:

Vik
Vp'N-k

Table 3 lists the initial data for studying the operating mode of the multiprocessor system network interface.

Table 3
The initial data for network features computations of the multiprocessor system by the network
interface channels aggregation mode

V, 200 Gbit/s
Vi 1600 Gbit/s
k 4
ko 2

Table 4 presents the modeling results.

Table 4
The results of computing the main network coefficients of the multiprocessor system by
the network interface channels aggregation mode

Number of nodes, N ks ki Ck
2 0,50 2,00 3200,00
3 0,75 1,33 2133,33
4 1,00 1,00 1600,00
5 1,25 0,80 1280,00
6 1,50 0,67 1066,67
7 1,75 0,57 914,29
8 2,00 0,50 800,00
9 2,25 0,44 711,11
10 2,50 0,40 640,00
11 2,75 0,36 581,82
12 3,00 0,33 533,33
13 3,25 0,31 492,31
14 3,50 0,29 457,14
15 3,75 0,27 426,67
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The modeling results are also presented as graphic dependencies (Fig. 3).

ks, ko
2,00

1.8V

===

) 75 3 35 4 5 5 1 6

N

Fig. 3. Dependencies in the main network coefficients of the multiprocessor system on the number of nodes in the network interface
channels aggregation mode

So, there were prerequisites for a general results analysis. It is obvious that the presented mode of operation,
under equalized other conditions, due to changes in the architecture of the network interface of the multiprocessor
system, will not only expand the passing strip of the switch’s cross bus but also significantly reduce the number of
multiprocessor system components for its functioning in the network interface optimal version. The latter
circumstance means that the formed operating mode of the multiprocessor system network interface provides wider
opportunities for the necessary computations, significantly improving the efficiency and performance features.

Theoretical computations are fully consistent with the results of numerical modeling of the main features of
the cluster multiprocessor system’s performance. A comparative analysis of the computation results without
reorganizing the network interface architecture (Table 1) and after the network interface channels aggregation (Table
2) illustrated that increasing the data interchange rate between the computing system nodes reduced the channels’
loading that connects those nodes. That approach allowed significant growth in the multiprocessor system
performance assessments.

Conclusions

The paper demonstrates ways to increase the multiprocessor modular system performance by reorganizing
its network interface architecture. The proposed approach allowed not only increased the parallelization efficiency but
also significantly reduced the computation time. Such results were achieved by reducing the boundary data interchange
time between the cluster system’s computing nodes.

Wherein:

1. The two main network interface modes operating in the modular multiprocessor cluster system were
identified. The formation conditions for the equilibrium number of computing nodes of the multiprocessor cluster
system are shown when the network interface resources lack mode goes into its excess mode.

2. The analysis of the identified operating modes in the modular multiprocessor cluster system network
interface was run. It is shown that to obtain high assessments of computations’ performance and acceleration in the
multiprocessor system, it must operate in the network interface resources lack mode. It was revealed that the main
feature of network interface resource excess is that the switch gets overloaded when incoming traffic exceeds the
output. Moreover, the main performance features of such a cluster system will deteriorate significantly.

3. The switching matrix working conditions are determined in the cut-through mode to transmit the
information without the store-and-forward switching procedure. This approach provides the transfer of packages with
the highest speed, which improves the multiprocessor system performance when organizing multi-channel modes of
its network interface operation.
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