PERFORMANCE STUDY OF THE TEXT ANALYSIS MODULE IN THE PROPOSED MODEL OF AUTOMATIC SPEAKER'S SPEECH ANNOTATION

The global spread and use of remote and online learning systems at various educational levels puts forward a number of requirements for existing systems and needs for expansion of functionality. The current problem in Ukraine is the unstable operation of the energy infrastructure due to frequent hostile shelling, so it is problematic for residents of Ukraine to join online classes on time, to listen to lectures by lecturers and teachers completely, to take part in conferences and master classes in full. This determines the need to provide the opportunity of familiarization with educational materials at a convenient time in a form convenient for understanding and mastering. The lecture recording provides access to audio files that are intended for listening, but are not intended for printed reproduction. Therefore, the expansion of existing digital educational platforms with the possibility of forming an annotation (summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use by course students on paper media is an urgent task and can improve the quality assessment of a remote educational resource from the point of view of the content and methodological aspect. The aim of the study is to create a generalized hybrid model of automatic annotation of the speaker's speech, which provides for the possibility of recognizing the speech, transforming the available data into text and, at the last stage, summarizing the given text, keeping only the important meaningful part of a lecture. Therefore, an aim was achieved due to the creation of a generalized hybrid model of automatic annotation of input audio data, taking into account the effectiveness and features of existing methods of automatic text annotation obtained after converting speech into text. The uniqueness of this study is the use of marker words at the stage of text summarization, as well as the comparison of the efficiency of data processing at different stages of operation of this model when using different hardware. The results of computational experiments on graphics processing units with the Turing architecture showed that when the scope of input data increases by almost 30 times, the time also increases proportionally, but the use of a more powerful graphics processing unit NVIDIA Tesla T4 gives a speedup of more than 2.5 times compared to the GeForce GTX Mobile for both English and Ukrainian languages. For texts in the Ukrainian language, the text compression obtained (the ratio of the word count of the input text array to the word count in the resulting annotation) is 89.7%, for English – 94.15%. The proposed use of marker words showed an increase in the logical connection of input information internally, but obliges speakers to use predefined marker words to preserve the structure of the annotation formed.
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Introduction

Information presented in text form is a valuable source of knowledge; however, it often needs to be effectively processed to get as much benefit as possible. Every year, the issue of creating an annotation (summary,
abstract) becomes more and more relevant [1, 2, 3]. For this purpose, it is necessary to compress text fragments to a shorter version, reduce the amount of the initial text while preserving key informational elements and content at the same time. Since it is a time-consuming and, as a rule, labor-intensive task to make annotation manually, the issue of automating this process is becoming increasingly popular in academic research.

An important component of the information space for remote education remains online lectures with experts, which can be held as a Q&A session and deal with questions from course students. Further access to online lecture materials should be convenient for understanding and mastering [4]. The lecture recording provides access to audio files that are intended for listening, but are not intended for printed reproduction.

Therefore, the expansion of existing digital educational platforms with the possibility of forming an annotation (summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use by course students on paper media is an urgent task, since it can improve the quality of presentation of educational information and the conditions of working therewith, as well as improve the quality assessment of a remote educational resource from the point of view of the content and methodological aspect [5].

That is why one of the areas of research is speech processing and conversion of audio files into text material, while keeping only important and relevant information. The key challenges include topic determination, interpretation, abstract generation, and its quality assessment. The most important tasks include identifying key phrases and using them to select sentences that will be included in the annotated text.

Text abstracting is the task of compressing a text fragment into a shorter version, reducing the amount of the original text while preserving key informational elements and content at the same time. Since manual text summarization is a time-consuming and, as a rule, labor-intensive task, the issue of automating the task is becoming increasingly popular and therefore is a strong motivation for academic research [6, 7].

There are important text summarization tasks related to NLP, such as classification of texts, answering to questions, summarization of legal texts, summarization of news and generation of headings. In addition, summarization can be integrated into these systems as an intermediate stage that contributes to reducing the length of a document [8].

In the age of big data, there has been an explosion in the amount of textual data from various sources. This text length is an invaluable source of information and knowledge that should be effectively summarized to be useful. The growing availability of documents requires comprehensive research in the domain of natural language processing for automatic text summarization. Figure 1 shows a diagram of a typical text summarization workflow.

Most of existing approaches to text summarization model the problem as a classification problem that decides whether to include a sentence in the summary or not. Other approaches have used information on the topic, latent semantic analysis (LSA), sequence-to-sequence models, reinforcement learning and adversarial processes.

**Related works. Research task rationale**

The relevance of the work described above consists in increasing the efficiency and relevance of forming an annotation of a speaker’s (lecturer’s, expert’s, teacher’s, etc.) speech. The analysis of existing methods of annotating text data also proves the existing interest in NLP methods and in particular in methods of text summarization when performing academic research. The analysis of the problem area has shown that there are two general approaches to automatic abstracting (Table 1):

- extraction (extractive approach) [9]. When extracting, the content is extracted from the input data, but the extracted content is not changed in any way. The methods of this approach characterize the existence of a function of evaluation of the importance of information block. As a rule, the importance of a sentence is determined by the importance of the words therein;
- abstraction (abstractive approach) [10]. Abstractive methods build an internal semantic presentation of the original text, and then use this representation to create an abstract. It involves the generation of new words and phrases that do not appear in the input text to report the most useful information from the original text.
Generalization of analysis of the features of extractive and abstractive approaches to abstracting

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Extractive method of abstracting</th>
<th>Abstractive method of abstracting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>More simple than the abstractive approach, since it is based on copying pieces of the input text based on the determination of key phrases; it is easier to ensure basic levels of grammar and accuracy.</td>
<td>provides for application of additional knowledge due to the use of deep learning; the resulting abstract is closer to an abstract that can be generated by a human, since it uses a semantic analysis of the entire input text.</td>
</tr>
<tr>
<td>Disadvantages</td>
<td>does not provide for paraphrasing, inclusion of additional knowledge for high-quality summarization.</td>
<td>requires deep knowledge of the developer in the domain of artificial intelligence and computer linguistics.</td>
</tr>
</tbody>
</table>

At present, there are some high-tech solutions from different companies, but each of them has its advantages and disadvantages as discussed below (Table 2).

Dragon Anywhere is voice recognition software. This solution allows the user for dictating large documents without limitation on the time of dictation or numbers of pages. If a mistake is made during dictation, there is an option to correct it or edit the previous sentence using simple voice commands, such as “correct”. The correction menu that appears will provide a contextual list of alternative phrases to choose from.

Amazon Transcribe is an automatic speech recognition service that makes it easy to add speech-to-text options to any application. Transcribe functions allow for obtaining audio, creating and reviewing easy-to-read transcripts, improving accuracy with customization and filtering content to ensure customer privacy.

QuillBot is a paraphrasing and summarizing tool that helps millions of students and professionals to reduce their time of writing by more than half by using the most advanced AI to rewrite any sentence, paragraph or article. It has both free and premium versions. There is also access to use the API.

<table>
<thead>
<tr>
<th>Aims and tasks of the work</th>
</tr>
</thead>
</table>

The aim of the study is to create a generalized hybrid model of automatic annotation of the speaker’s speech, which provides for the possibility of recognizing the speech, transforming the available data into text and, at the last stage, summarizing the given text, keeping only the important meaningful part of a lecture.

Since the reliability of information contained in the educational resources of remote courses is one of the key requirements for digital educational platforms, cutting down the emergence of false or distorted data during the conversion of audio sequence into text data for further semantic analysis is the primary aim of the work.

The uniqueness of this study is the use of marker words at the stage of text summarization, as well as the comparison of the efficiency of data processing at different stages of operation of this model when using different hardware [11, 12, 13].

To achieve the desired aim, the following tasks should be solved:

- creation of a generalized hybrid model of automatic annotation of input audio data;
- review and analysis of existing methods of automatic annotation;
- adaptation of input text annotation methods for different computing architectures;
- evaluation of the timing of operation of the text analysis module;
- analysis of the results obtained.

<table>
<thead>
<tr>
<th>Results and Discussion</th>
</tr>
</thead>
</table>

The paper proposes a generalized hybrid model of automatic annotation of input audio data (Figure 2).

The automatic speech recognition (ASR) module accepts input of sound recording in WAV format, cleans the audio sequence using a deep neural network, and converts the cleaned audio sequence into text [14, 15].

The text analysis module accepts input of the deliverables from the speech recognition (ASR) module in the form of a JSON object. Text filtering takes place at the stage of transition of the JSON object from the ASR module...
to the text summarization module. Next, the selection of key characteristics of the text and the extraction of the most significant fragments of the text using the mT5 model (pre-trained multilingual transformer for 101 languages), which is an extension of the Text-to-Text Transfer Transformer (T5) model.

This solution was trained in 101 languages on a corpus of Common Crawl web pages, and supplemented with the XL-SUM dataset (covering 45 languages, highly abstract, concise and high-end as evidenced by human and internal evaluation). The data in different languages was sampled so that the balance between rare and popular web page languages could be adjusted.

When presenting the experiments, the results of summarizing texts for the Ukrainian and English languages were studied. Please find the results of benchmarking the evaluation of XL-SUM test sets according to the ROUGE metric in Table 3.

<table>
<thead>
<tr>
<th>Language</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>37.601</td>
<td>15.1536</td>
<td>29.8817</td>
</tr>
<tr>
<td>Ukrainian</td>
<td>23.9908</td>
<td>10.1431</td>
<td>20.9199</td>
</tr>
</tbody>
</table>

The paper proposes an idea for creating a service for filtering the input text using marker words as described below.

The primary idea of the Text markers sub-module is to break the input text into fragments. That is, a separate json file is created with the “chopped” text between two word markers. This functionality creates an option of abstracting the separate fragments of the text without mixing unrelated information, which can lead to the loss of the sense of information. After the abstracting stage, the data received is “glued” into one document of the following type: “Word marker: content”. According to the study conducted, this improvement is aimed at increasing the logical connection of input information internally.

Please find the scheme of performance of this solution in Figure 3. The sequence of stages of the text analysis module with modification by adding text markers is as follows: text and text markers are input, the text is parsed and cut into “pieces”, then for each “piece” separately the summarization process is launched, and the process finishes with the stage of gluing the data into a single document.

The performance evaluation of the text analysis module demonstrated quite high results for the task of abstracting texts in the Ukrainian and English languages. This approach to summarization uses the abstractive method using parallel computing.

Please find the results of comparison of the input and output text in Table 4. The text obtained from the ASR module is used for comparison.
Table 4

Comparison of text compression for summarization completed

<table>
<thead>
<tr>
<th>Language</th>
<th>Initial word count</th>
<th>Final characters count</th>
<th>Text compression, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ukrainian</td>
<td>136</td>
<td>14</td>
<td>89.7</td>
</tr>
<tr>
<td>English</td>
<td>188</td>
<td>11</td>
<td>94.15</td>
</tr>
</tbody>
</table>

Please find below the examples taken for comparison of the performance of the summarization module in the table above.

In general, it is necessary to point out the quite high quality of text abstracting even in Ukrainian. It should be noted that study in the NLP domain for text summarization has been conducted for a relatively long time for many languages, but the leader in terms of high rates is English.

Computational experiments have been conducted with the use of computers with different performance. The following hardware has been used as an available estimator on a personal computer – central processor Intel Core i7-9750H (2.6-4.5 GHz), graphics processing unit NVIDIA GeForce GTX 1650 Mobile. The characteristics of the hardware on the remote cloud solution are as follows – central processor Intel Xeon 2.30GHz, graphics processing unit NVIDIA Tesla T4.

Please find the time spent by the text analysis module for processing the input data in the Ukrainian language in Table 5.

Table 5

Comparison of the time spent on summarization of the text in Ukrainian

<table>
<thead>
<tr>
<th>Word count</th>
<th>Time spent on a personal computer (Ukrainian), sec</th>
<th>Time spent on a cloud solution (Ukrainian), sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.4</td>
<td>0.37</td>
</tr>
<tr>
<td>136</td>
<td>3.2</td>
<td>0.92</td>
</tr>
<tr>
<td>725</td>
<td>13.6</td>
<td>5.13</td>
</tr>
</tbody>
</table>

According to the results shown in the diagram (Figure 4), there is a trend to increase in the data processing time with the growth of the text dictionary, which is the expected result. It is possible to see a time reduction in data processing for a more powerful graphics card, namely NVIDIA Tesla T4, as compared to NVIDIA GeForce GTX 1650 Mobile PC graphics card.

![Time spent by the summarization module](image)

Fig. 4. Diagram of time spent for processing text in Ukrainian

Please find the time spent by this module for processing input data in English in Table 6.

Table 6

Comparison of the time spent on summarizing the text in English

<table>
<thead>
<tr>
<th>Word count</th>
<th>Time spent on a personal computer (English), sec</th>
<th>Time spent on a cloud solution (English), sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>0.38</td>
<td>0.34</td>
</tr>
<tr>
<td>187</td>
<td>3.3</td>
<td>0.94</td>
</tr>
<tr>
<td>713</td>
<td>12.7</td>
<td>4.98</td>
</tr>
</tbody>
</table>
According to the results obtained, a diagram was built demonstrating the time reduction in data processing for the Ukrainian language. In the same way as in the case above, using a more powerful graphics card can show a significant increase in data processing for larger text content. Please find the diagram in Figure 5.

![Time spent by the summarization module](image)

Fig. 5. Time consumption diagram for processing text in English

Therefore, we can make a conclusion on the effectiveness of speeding up data processing in this module with a more powerful video card. For the Ukrainian language, there is a significant speedup with a larger scope of input data, namely if we take into account the test results of 136 and 725 input words, the average speedup will be about 34%. Based on the results for 725 input words, the more there are input words, the higher is the speedup from a more powerful graphics card.

As to the processing of text in English, the result is slightly faster and the speedup is observed as well for a more powerful video card. The average speedup result for the input of 187 and 713 is 34% as well.

The studies conducted to improve the performance of the text analysis module due to the use of text markers proves that the solution developed compensates for the problem of the loss of context of a document and additionally with the use of parallel computing, does not critically load the system due to the distribution of independent annotation for selected text “pieces” that have been separated by the user with pre-determined text markers. However, the proposed approach creates a limitation for the speaker, namely it compels the speaker to use marker words.

Conclusions

The expansion of existing digital educational platforms with the possibility of forming an annotation (summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use by course students on paper media is an urgent task and can improve the quality assessment of a remote educational resource from the point of view of the content and methodological aspect. The aim of the study is to create a generalized hybrid model of automatic annotation of the speaker’s speech, which provides for the possibility of recognizing the speech, transforming the available data into text and, at the last stage, summarizing the given text, keeping only the important meaningful part of a lecture. The desired aim was achieved due to the creation of a generalized hybrid model of automatic annotation of input audio data, taking into account the effectiveness and features of existing methods of automatic text annotation obtained after converting speech into text. The uniqueness of this study is the use of marker words at the stage of text summarization, as well as the comparison of the efficiency of data processing at different stages of operation of this model when using different hardware. The results of computational experiments on graphics processing units with the Turing architecture showed that when the scope of input data increases by almost 30 times, the time also increases proportionally, but the use of a more powerful graphics processing unit NVIDIA Tesla T4 gives an speedup of more than 2.5 times compared to the graphics processing unit NVIDIA GeForce GTX GPU 1650 Mobile for both English and Ukrainian languages. For texts in the Ukrainian language, the text compression obtained (the ratio of the word count of the input text array to the word count in the resulting annotation) is 89.7%, for English – 94.15%. The proposed use of marker words showed an increase in the logical connection of input information internally, but obliges speakers to use predefined marker words to preserve the structure of the annotation formed.

Further research and improvement of the proposed generalized model of automatic annotation of the speaker’s speech is the possibility of deploying this model in cloud solutions such as Amazon Web Services or Google Cloud Platform to prevent data loss in the event of war or natural disasters. Cloud solutions ensure the reliability of data storage and processing due to the creation of data snapshots and replication thereof between servers that have different geographical locations. And additionally in the event of unavailability of the necessary hardware – the use of dedicated capacities of cloud solutions.
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