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MODEL OF AUTOMATIC SPEAKER’S SPEECH ANNOTATION

The global spread and use of remote and online learning systems at various educational levels puts forward a number of
requirements for existing systems and needs for expansion of functionality. The current problem in Ukraine is the unstable operation
of the energy infrastructure due to frequent hostile shelling, so it is problematic for residents of Ukraine to join online classes on time,
to listen to lectures by lecturers and teachers completely, to take part in conferences and master classes in full. This determines the
need to provide the opportunity of familiarization with educational materials at a convenient time in a form convenient for
understanding and mastering. The lecture recording provides access to audio files that are intended for listening, but are not intended
for printed reproduction. Therefore, the expansion of existing digital educational platforms with the possibility of forming an annotation
(summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use by course students on
paper media is an urgent task and can improve the quality assessment of a remote educational resource from the point of view of
the content and methodological aspect. The aim of the study is to create a generalized hybrid model of automatic annotation of the
speaker’s speech, which provides for the possibility of recognizing the speech, transforming the available data into text and, at the
last stage, summarizing the given text, keeping only the important meaningful part of a lecture. The desired aim was achieved due
to the creation of a generalized hybrid model of automatic annotation of input audio data, taking into account the effectiveness and
features of existing methods of automatic text annotation obtained after converting speech into text. The uniqueness of this study is
the use of marker words at the stage of text summarization, as well as the comparison of the efficiency of data processing at different
stages of operation of this model when using different hardware. The results of computational experiments on graphics processing
units with the Turing architecture showed that when the scope of input data increases by almost 30 times, the time also increases
proportionally, but the use of a more powerful graphics processing unit NVIDIA Tesla T4 gives an speedup of more than 2.5 times
compared to the graphics processing unit NVIDIA GeForce GTX GPU 1650 Mobile for both English and Ukrainian languages. For texts
in the Ukrainian language, the text compression obtained (the ratio of the word count of the input text array to the word count in the
resulting annotation) is 89.7%, for English — 94.15%. The proposed use of marker words showed an increase in the logical connection
of input information internally, but obliges speakers to use predefined marker words to preserve the structure of the annotation
formed.
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OJIECS BAPKOBCBKA

XapKiBCchKHIT HAIlIOHAIBHUH YHIBEPCUTET Pai0eIeKTPOHIKH

JTOCIIIKEHHA POBOTU MOAYJIIO AHAJII3Y TEKCTY Y 3AITPOITIOHOBAHIN
MOJIEJII ABTOMATUYHOI'O AHOTYBAHHSA ITPOMOBHU CITIIKEPA

[7106a71bHE MOLIMPEHHS Ta BUKOPUCTAHHS CUCTEM AUCTAHLIVIHOIO Ta OH~/18ViH HaBYaHHs HA PI3HUX OCBITHIX DIBHSIX BUCYBAE
PAA BUMOr 4O ICHYHOYNX CUCTEM Ta MOTPEBYE POILIMPEHHS QYHKLIIOHAY. [pobrieMoro cborogqerHHs 8 YKkpaiHi € HecTabliibHa poboTta
EHEPreTUYHOI IHGPACTDYKTYpH YEPES YaCTi BOPOXI OBCTPI/M, TOMY, MPUEAHYBATUCS 4O OHJIAVNH 3aHSATh BYACHO, C/IyXaTy OBHOLJIHHI
JIEKUIT 7IEKTOPIB Ta Y4YUTENIB, MPMIMAaTH y4acTe y KOH@EDEHUISX Ta MavicTEp-KIacax y OBHOMY OOCS3i, XUTEIaM YKpaiHu €
npo6reMaTndHuM. Lle 06yMOB/IIOE HEOBXIAHICTL 3a6E3MeYNTH MOXK/MBICTL O3HANOM/IEHHS [3 HABYA/ILHUMU MATEDIANamm y 3pyYHmi
Yac y3pyyHoMy U1 PO3yMIHHS Ta 3aCBOEHHS BUITISAL 3aMC JIEKUii 3a6e3reyye AoCTyr A0 3ByKOBUX Pausiis, SKi MPUIyCcKaoTbCs
1IPOC/IYXOBYBAHHSI, a/l€ HE MPUIHAYEH] 47151 APYKOBAHOIo BIATBOPEHHS. TOMY, PO3LUIMPEHHS ICHYIOYNX LUNGPOBUX OCBITHIX 1aTGHOopM
MOX/MBICTIO POPMYBaHHS aHoTaUii (Pe3tome, peghepary) 1ekuii Ta MogaHHs ii'y BUr/sal TEKCTorpagidHnx MaTepiasis 4/15 [M043/1bLIOMO
BUKOPUCTAHHS CITyXa4amu Kypcy Ha MarnepoBux HOCIsX, € 3aBAAHHSIM aKTya/IbHUM Ta 34aTHE MIABULUNTY OLIHKY SIKOCTI AUCTaHLIVIHOro
OCBITHbOIrO pecypcy 3 ror/sgy 3MICTOBHO-METOAO0/IONYHOIO acrekty. MeTo JOC/KeHHS € CTBOPEHHS y3ara/lbHEHOI ribpuaHoi
Mogesni aBTOMaTMYHOrO aHOTYBAHHS POMOBU CITIKEPA, SIKa HAAAaE MOXJ/IMBICTb PO3ITI3HABAHHSI MOBJIEHHS], NEPETBOPEHHS HASIBHNX
A3HNX B TEKCT | OCTaHHIM €TarioM rpOBEAEHHS CYMapU3aLlii AaHOIro TEKCTY, 30Epiratoym JIMLLIE BaX/mBYy 3MICTOBHY YacTuHy JIEKLI.
[ToctasreHy mety 6y/10 AOCIrHyTO 3aBASKN CTBOPEHHIO Y3arallbHEHOI rfbpuaHOi MOAEN aBTOMAaTUYHOIrO aHOTYBAaHHS BXIAHUX ayAio
AaHNX, BPaxoByloYn e@eKTUBHICTL Ta OCOB/IMBOCTI ICHYIOYMX METOLIB aBTOMATUYHONO AaHOTYBAaHHSI TEKCTY, OTPUMAHOro [iic/is
KOHBEDTALIT MPOMOBY Y TEKCT. HOBU3HOIO A3HOIr0 AOC/IKEHHS € BUKOPUCTAHHS C/TIB MBPKEPIB Ha €Tarll CyMapm3allii TEKCTY, a TaKoX
IOPIBHSIHHS E@MEKTUBHOCTI 0BPOOKM AaHMX Ha PI3HUX er1anax poboTu AaHOi MOAesi rpu BUKOPUCTAHHI PI3HOro anapaTtHoro
3a6e3neyerHHs. Pe3ysibTati 064YNCIIOBA/IbHIUX EKCIIEPUMEHTIB Ha rpagidHuX rnpoyecopax i3 apXitektyporo Turing rnokasamm, Lo rpu
36I7IbLLIEHHI OOCSIIB BXIAHNX Aarnx Mavbke y 30 pasis, 4yac TaKoX 36i/IbLUYETHCS MPOMOPLIVIHO, ane BUKOPUCTAHHS GifibLL MOTYXHOIo
rpagidHoro nipoyecopa NVIDIA Tesla T4 gae nipyckoperHs bisibiue HiX y 2.5 pasu nopiBHAaHO i3 rpagidHmnm ripoyecopom NVIDIA
GeForce GTX 1650 Mobile sik /151 aHITIVICLKOI, TaK [ 4/19 yKDAiHCLKOI MOBU. [/151 TEKCTIB YKPAIHCLKOK MOBOK OTPHUMAHE CTUCHEHHS
TEKCTY (BIAHOLLEHHS Ki/IbKOCTI C/liX BXIJHOMO TEKCTOBOroO Macusy 4O KIIbKOCTI C/1iB B OTPUMAHi aHOTaLlli) ctaHoBuTs 89,7%, A5
aHrmivicekoi' Mo — 94,15%. 3arporioHOBaHE BUKOPUCTAHHS C/liB-MAPKEDIB 10KA3a/10 IMiABULLEHHS JIOMTYHOIrO 3BS3KY BXIGHOI
[H@opmaii Mix coboro, asie 3060B53yE CIIIKEDIB BUKOPUCTOBYBATH IMOMEPEAHBO BUIHAYEH] C/I0BA-MaPKEPU 15 30EPEXEHH CTPYKTYDU
c@opmoBaHoi aHoTauli.

KImtoYyoBi CrioBa. aHOTYBaHHS, TEKCT, BXIAHI AaHHI, MOBa&, peepyBarHs, 06HYNCTIEHHS], rPagidHmi rnpoLecop, CyMapu3aLlis

Introduction
Information presented in text form is a valuable source of knowledge; however, it often needs to be
effectively processed to get as much benefit as possible. Every year, the issue of creating an annotation (summary,
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abstract) becomes more and more relevant [1, 2, 3]. For this purpose, it is necessary to compress text fragments to a
shorter version, reduce the amount of the initial text while preserving key informational elements and content at the
same time. Since it is a time-consuming and, as a rule, labor-intensive task to make annotation manually, the issue of
automating this process is becoming increasingly popular in academic research.

An important component of the information space for remote education remains online lectures with experts,
which can be held as a Q&A session and deal with questions from course students. Further access to online lecture
materials should be convenient for understanding and mastering [4]. The lecture recording provides access to audio
files that are intended for listening, but are not intended for printed reproduction.

Therefore, the expansion of existing digital educational platforms with the possibility of forming an
annotation (summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use
by course students on paper media is an urgent task, since it can improve the quality of presentation of educational
information and the conditions of working therewith, as well as improve the quality assessment of a remote educational
resource from the point of view of the content and methodological aspect [5].

That is why one of the areas of research is speech processing and conversion of audio files into text material,
while keeping only important and relevant information. The key challenges include topic determination, interpretation,
abstract generation, and its quality assessment. The most important tasks include identifying key phrases and using
them to select sentences that will be included in the annotated text.

Text abstracting is the task of compressing a text fragment into a shorter version, reducing the amount of the
original text while preserving key informational elements and content at the same time. Since manual text
summarization is a time-consuming and, as a rule, labor-intensive task, the issue of automating the task is becoming
increasingly popular and therefore is a strong motivation for academic research [6, 7].

There are important text summarization tasks related to NLP, such as classification of texts, answering to
questions, summarization of legal texts, summarization of news and generation of headings. In addition,
summarization can be integrated into these systems as an intermediate stage that contributes to reducing the length of
a document [8].

In the age of big data, there has been an explosion in the amount of textual data from various sources. This
text length is an invaluable source of information and knowledge that should be effectively summarized to be useful.
The growing availability of documents requires comprehensive research in the domain of natural language processing
for automatic text summarization. Figure 1 shows a diagram of a typical text summarization workflow.
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Fig. 1. Text summarization workflow

Most of existing approaches to text summarization model the problem as a classification problem that decides
whether to include a sentence in the summary or not. Other approaches have used information on the topic, latent
semantic analysis (LSA), sequence-to-sequence models, reinforcement learning and adversarial processes.

Related works. Research task rationale

The relevance of the work described above consists in increasing the efficiency and relevance of forming an
annotation of a speaker’s (lecturer’s, expert’s, teacher’s, etc.) speech. The analysis of existing methods of annotating
text data also proves the existing interest in NLP methods and in particular in methods of text summarization when
performing academic research. The analysis of the problem area has shown that there are two general approaches to
automatic abstracting (Table 1):

extraction (extractive approach) [9]. When extracting, the content is extracted from the input data, but the
extracted content is not changed in any way. The methods of this approach characterize the existence of a function of
evaluation of the importance of information block. As a rule, the importance of a sentence is determined by the
importance of the words therein;

abstraction (abstractive approach) [10.]. Abstractive methods build an internal semantic presentation of the
original text, and then use this representation to create an abstract. It involves the generation of new words and phrases
that do not appear in the input text to report the most useful information from the original text.
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Table 1
Generalization of analysis of the features of extractive and abstractive approaches to abstracting

Extractive method of abstracting Abstractive method of abstracting

Advantages More simple than the abstractive approach, since it | provides for application of additional knowledge due to the
is based on copying pieces of the input text based | use of deep learning;
on the determination of key phrases; the resulting abstract is closer to an abstract that can be
it is easier to ensure basic levels of grammar and | generated by a human, since it uses a semantic analysis of the
accuracy. entire input text.

Disadvantages does not provide for paraphrasing, inclusion of | requires deep knowledge of the developer in the domain of
additional knowledge for high-quality | artificial intelligence and computer linguistics.
summarization.

At present, there are some high-tech solutions from different companies, but each of them has its advantages
and disadvantages as discussed below (Table 2).

Dragon Anywhere is voice recognition software. This solution allows the user for dictating large documents
without limitation on the time of dictation or numbers of pages. If a mistake is made during dictation, there is an
option to correct it or edit the previous sentence using simple voice commands, such as “correct”. The correction menu
that appears will provide a contextual list of alternative phrases to choose from.

Table 2
Overview of existing solutions in the domain of STT and annotation of text arrays

Dragon Anywhere

Amazon Transcribe

QuillBot

possibly cutthroat prices;
it may take time to learn the built-
in commands.

Advantages high  accuracy of  voice | high accuracy of voice recognition; there is an option to add a browser
recognition (~ 99%); possibility of interaction with other | extension;
no word count limit; solutions of the Amazone ecosystem. ease of use.
several ways to exchange
documents.

Disadvantages lack of text summarization | high cost of use; works only with English language;
option; lack of the text summarizing option | lack of ability to dictate the text;

(there is an option of using separate
modules, which will lead to an increase
in the cost of use);

has limitations when using the free
version.

an understanding of the AWS ecosystem
is required.

Amazon Transcribe is an automatic speech recognition service that makes it easy to add speech-to-text
options to any application. Transcribe functions allow for obtaining audio, creating and reviewing easy-to-read
transcripts, improving accuracy with customization and filtering content to ensure customer privacy.

QuillBot is a paraphrasing and summarizing tool that helps millions of students and professionals to reduce
their time of writing by more than half by using the most advanced Al to rewrite any sentence, paragraph or article. It
has both free and premium version. There is also access to use the API.

Aims and tasks of the work

The aim of the study is to create a generalized hybrid model of automatic annotation of the speaker’s speech,
which provides for the possibility of recognizing the speech, transforming the available data into text and, at the last
stage, summarizing the given text, keeping only the important meaningful part of a lecture.

Since the reliability of information contained in the educational resources of remote courses is one of the key
requirements for digital educational platforms, cutting down the emergence of false or distorted data during the
conversion of audio sequence into text data for further semantic analysis is the primary aim of the work.

The uniqueness of this study is the use of marker words at the stage of text summarization, as well as the
comparison of the efficiency of data processing at different stages of operation of this model when using different
hardware [11, 12, 13].

To achieve the desired aim, the following tasks should be solved:
creation of a generalized hybrid model of automatic annotation of input audio data;
review and analysis of existing methods of automatic annotation;
adaptation of input text annotation methods for different computing architectures;
evaluation of the timing of operation of the text analysis module;
analysis of the results obtained.

AN N NANEN

Results and Discussion
The paper proposes a generalized hybrid model of automatic annotation of input audio data (Figure 2).
The automatic speech recognition (ASR) module accepts input of sound recording in WAV format, cleans
the audio sequence using a deep neural network, and converts the cleaned audio sequence into text [14, 15].
The text analysis module accepts input of the deliverables from the speech recognition (ASR) module in the
form of a JSON object. Text filtering takes place at the stage of transition of the JSON object from the ASR module

MDKHAPOJIHUI HAVKOBUI KYPHAJI .
«KOMITI'IOTEPHI CUCTEMMU TA TH®OPMAIIWHI TEXHOJIOT TI», 2022, Ne 4

15



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

to the text summarization module. Next, the selection of key characteristics of the text and the extraction of the most
significant fragments of the text using the mT5 model (pre-trained multilingual transformer for 101 languages), which
is an extension of the Text-to-Text Transfer Transformer (T5) model.

Text Markersl
e h 4 ™
. Automatic Speech S
Audio fil ; ULIImAry
udio files Recognition Text Analysis
Module Module
\\ / \\
] I
|
J— AN .
- Useof Text Markers;

- Sentence Extraction; ‘
i - Sentence Compaction. |

Fig.2 . Generalized hybrid model of automatic speaker’s speech annotation

This solution was trained in 101 languages on a corpus of Common Crawl web pages, and supplemented
with the XL-SUM dataset (covering 45 languages, highly abstract, concise and high-end as evidenced by human and
internal evaluation). The data in different languages was sampled so that the balance between rare and popular web
page languages could be adjusted.

When presenting the experiments, the results of summarizing texts for the Ukrainian and English languages
were studied. Please find the results of benchmarking the evaluation of XL-SUM test sets according to the ROUGE
metric in Table 3.

Table 3
Benchmarking of XL-SUM test sets
Language ROUGE-1 ROUGE-2 ROUGE-3
English 37.601 15.1536 29.8817
Ukrainian 23.9908 10.1431 20.9199

The paper proposes an idea for creating a service for filtering the input text using marker words as described
below.

The primary idea of the Text markers sub-module is to break the input text into fragments. That is, a separate
json file is created with the “chopped” text between two word markers. This functionality creates an option of
abstracting the separate fragments of the text without mixing unrelated information, which can lead to the loss of the
sense of information. After the abstracting stage, the data received is “glued” into one document of the following type:
“Word marker: content”. According to the study conducted, this improvement is aimed at increasing the logical
connection of input information internally.

Please find the scheme of performance of this solution in Figure 3. The sequence of stages of the text analysis
module with modification by adding text markers is as follows: text and text markers are input, the text is parsed and
cut into “pieces”, then for each “piece” separately the summarization process is launched, and the process finishes
with the stage of gluing the data into a single document.

Text Markersl
4 ™ . SN
Input text Sub-Module for Chu?kstwnh o Gluing data
P processing Text ex Summarization Summary
Markers T

\_ \

Fig. 3. Scheme of modification of the text analysis module due to the use of text markers

The performance evaluation of the text analysis module demonstrated quite high results for the task of
abstracting texts in the Ukrainian and English languages. This approach to summarization uses the abstractive method
using parallel computing.

Please find the results of comparison of the input and output text in Table 4. The text obtained from the ASR
module is used for comparison.
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Comparison of text compression for summarization completed

Table 4

Language Initial word count Final characters count Text compression, %
Ukrainian 136 14 89.7
English 188 11 94.15

Please find below the examples taken for comparison of the performance of the summarization module in
the table above.

In general, it is necessary to point out the quite high quality of text abstracting even in Ukrainian. It should
be noted that study in the NLP domain for text summarization has been conducted for a relatively long time for many
languages, but the leader in terms of high rates is English.

Computational experiments have been conducted with the use of computers with different performance. The
following hardware has been used as an available estimator on a personal computer — central processor Intel Core 17-
9750H (2.6-4.5 GHz), graphics processing unit NVIDIA GeForce GTX 1650 Mobile. The characteristics of the
hardware on the remote cloud solution are as follows — central processor Intel Xeon 2.30GHz, graphics processing
unit NVIDIA Tesla T4.

Please find the time spent by the text analysis module for processing the input data in the Ukrainian language
in Table 5.

Table 5
Comparison of the time spent on summarization of the text in Ukrainian

Word count Time spent on a personal computer (Ukrainian), sec Time spent on a cloud solution (Ukrainian), sec
25 0.4 0.37
136 3.2 0.92
725 13.6 5.13

According to the results shown in the diagram (Figure 4), there is a trend to increase in the data processing
time with the growth of the text dictionary, which is the expected result. It is possible to see a time reduction in data
processing for a more powerful graphics card, namely NVIDIA Tesla T4, as compared to NVIDIA GeForce GTX
1650 Mobile PC graphics card.

Time spent by the summarization
module
16
14 >
o 12
b
= 10 ¢ Time spenton a
§_ 8 personal computer
o . (Ukrainian), sec
'E- | B Time spent on a cloud
4 PS solution (Ukrainian), sec
2
o m ®
0 200 400 600 800
Word count

Fig. 4. Diagram of time spent for processing text in Ukrainian
Please find the time spent by this module for processing input data in English in Table 6.

Table 6
Comparison of the time spent on summarizing the text in English

Word count Time spent on a personal computer (English), sec Time spent on a cloud solution (English), sec
32 0.38 0.34
187 3.3 0.94
713 12.7 4.98
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According to the results obtained, a diagram was built demonstrating the time reduction in data processing
for the Ukrainian language. In the same way as in the case above, using a more powerful graphics card can show a
significant increase in data processing for larger text content. Please find the diagram in Figure 5.

Time spent by the
summarization module

o 15

& ¢ oTi

= 10 ime spenton a

S personal computer

§ 5 ~ - (English), sec

.‘E 0 'm ] M Time spent on a cloud
solution (English), sec

0 200 400 600 800
Word count

Fig. 5. Time consumption diagram for processing text in English

Therefore, we can make a conclusion on the effectiveness of speeding up data processing in this module with
a more powerful video card. For the Ukrainian language, there is a significant speedup with a larger scope of input
data, namely if we take into account the test results of 136 and 725 input words, the average speedup will be about
34%. Based on the results for 725 input words, the more there are input words, the higher is the speedup from a more
powerful graphics card.

As to the processing of text in English, the result is slightly faster and the speedup is observed as well for a
more powerful video card. The average speedup result for the input of 187 and 713 is 34% as well.

The studies conducted to improve the performance of the text analysis module due to the use of text markers
proves that the solution developed compensates for the problem of the loss of context of a document and additionally
with the use of parallel computing, does not critically load the system due to the distribution of independent annotation
for selected text “pieces” that have been separated by the user with pre-determined text markers. However, the
proposed approach creates a limitation for the speaker, namely it compels the speaker to use marker words.

Conclusions

The expansion of existing digital educational platforms with the possibility of forming an annotation
(summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use by course
students on paper media is an urgent task and can improve the quality assessment of a remote educational resource
from the point of view of the content and methodological aspect. The aim of the study is to create a generalized hybrid
model of automatic annotation of the speaker’s speech, which provides for the possibility of recognizing the speech,
transforming the available data into text and, at the last stage, summarizing the given text, keeping only the important
meaningful part of a lecture. The desired aim was achieved due to the creation of a generalized hybrid model of
automatic annotation of input audio data, taking into account the effectiveness and features of existing methods of
automatic text annotation obtained after converting speech into text. The uniqueness of this study is the use of marker
words at the stage of text summarization, as well as the comparison of the efficiency of data processing at different
stages of operation of this model when using different hardware. The results of computational experiments on graphics
processing units with the Turing architecture showed that when the scope of input data increases by almost 30 times,
the time also increases proportionally, but the use of a more powerful graphics processing unit NVIDIA Tesla T4
gives an speedup of more than 2.5 times compared to the graphics processing unit NVIDIA GeForce GTX GPU 1650
Mobile for both English and Ukrainian languages. For texts in the Ukrainian language, the text compression obtained
(the ratio of the word count of the input text array to the word count in the resulting annotation) is 89.7%, for English
— 94.15%. The proposed use of marker words showed an increase in the logical connection of input information
internally, but obliges speakers to use predefined marker words to preserve the structure of the annotation formed.

Further research and improvement of the proposed generalized model of automatic annotation of the
speaker’s speech is the possibility of deploying this model in cloud solutions such as Amazon Web Services or Google
Cloud Platform to prevent data loss in the event of war or natural disasters. Cloud solutions ensure the reliability of
data storage and processing due to the creation of data snapshots and replication thereof between servers that have
different geographical locations. And additionally in the event of unavailability of the necessary hardware — the use
of dedicated capacities of cloud solutions.
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