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FEATURES OF THE IMPLEMENTATION OF THE SPEAKER IDENTIFICATION
SOFTWARE SYSTEM

The proposed architecture of the identification software system in the form of class and sequence diagrams. The main
criteria for assessing the accuracy of speaker identification were studied and possible sources of loss of speaker identification accuracy
were identified, which can be used when building a speaker identification system. A software system based on the proposed
architecture and previously developed identification algorithms and methods was created.

The following conclusions can be drawn on the basis of the performed research: approaches to the construction of existing
announcer identification systems are considered; the main criteria for assessing the accuracy of announcer fdentification were
investigated and the main sources of loss of accuracy during announcer identification were identified; the structural construction of
the announcer identification system is considered, taking into account the identified sources of loss of accuracy during announcer
identification, the proposed architecture of the speaker identification system in the UML language in the form of class and sequence
diagrams; a software system was built that implements the functions of speech signal identification according to the methods and
algorithm proposed in previous works.

The software system uses a ranking method based on three different criteria. These include: calculation of the proximity of
two-dimensional probability density function curves for the frequency of the main tone and the location in the spectrum of three
frequency ranges that are extracted from the speech recorded in the speech signal; calculation of the proximity of the probability
density function curves for each of these features separately; calculation of the degree of closeness of the absolute maxima of the
formant spectra extracted from the speech recorded in the speech signal.
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OCOBJIMBOCTI PEAJII3AIIII HgorPAMHoi CUCTEMMU
INEHTU®IKALIIT MOBIISI

O6pobka MOBHOIO CUrHasy 3 METO [AEHTUGIKALIT MOBLS € HAUOI/IbLL aKTyasIbHOKO | MOMY/ISPHOKO B 3a4a4ax, 0B S3aHnx 3
MOBHOK 06POBKOIO. TOCTIVIHMI | BUCOKMI MTOMUT Ha MPOrpamHi peasizauii cucTeM ieHTugikalii AMKTopIB iCHyE B pisHUX cgepax: Big
KOHTPOJTIO AIOCTYITy KOPUCTYBAYIB [0 IOJIOCOBUX I10CTTYI BUSBJIEHHS 3/104MHLIB. [IpOTE, BpaxoByroun BIACYTHICTL HYITKOrO HayKOBOIro
O6rpyHTYBaHHS a/IrOPUTMIB [AEHTUQIKALY, 3HaYHy CKAaAHICTE iX peasii3alii, a TakoX TOYHICTb [AeHTu@Ikauli 0cobuCToCT), MOXHa
BIA3HaYNTH, LYO Ui 3aBAAHHS B LIISIOMY LYE A3/1EKT Bif CBOrO OCTaTOYHOIO BUPILLIEHHS].

38rporoHOBaHa apXiTeKTypa rnporpamMHoi cucTeMM [AEHTUGIKALIT y BUITISAI AidrpaM KIacis | Ioc/Ii40BHOCTEN. JOCTTiKeHo
OCHOBHI KpUTEDIT OLIIHKM TOYHOCTI [AEHTUQIKALIT MOBLSI Ta BUSIB/IEHO MOXJINBI XKEPEA BTPATH TOYHOCTI IAEHTU@IKALITI MOBLIS, SKI
MOXYTb OyTv BUKOpUCTaHI rpyu 1oby[osi cucrtemu [geHTugikadii. CTBOpeHa rporpamMHa cuCTeMa Ha OCHOBI 3aIpOrOHOBaHOI
apXITEKTYpU Ta paHillie po3pob/IeHNX anropuTMis [ METOAIB [AeHTu@Ikaui.

Ha OCHOBI rpoBEAEHNX AOCTIIIKEHD MOXHAE 3POOUTH HACTYITHI BUCHOBKW: PO3IJISIHYTO MIAX0AN A0 M06yA0BU [CHYIOYNX
CUCTEM [AEHTUDIKALIT ANKTOPE,; AOC/TIKEHO OCHOBHI KDUTEDII OLIIHKM TOYHOCTI IAEHTU@IKALIT ANKTOPa Ta BU3HAYEHO OCHOBHI [)KEpEsa
BTPatv TOYHOCTI 1PpY [AEHTUDIKALII ANKTOPE,; PO3ITIIHYTO CTPYKTYPHY MOBYAOBY CUCTEMM [AEHTU@IKALIT ANKTOPa 3 ypaxyBaHHIM
BUSIBJIEHNX [DKEPEST BTPATHU TOYHOCTI MPU [AEHTU@IKALIT ANKTOPa,; 3aMpPOroOHOBAaHA apXITEKTYPa cuCTeMU [AEHTU@IKaLIT MOBLSI MOBOIO
UML y Burnsgi giarpam kiacis i noc/iigoBHOCTEN, 106YA0BAHO MPOrpamMHuyi KOMIJIEKC, LLYO PeasliBye @yHKUII [aeHTUgIKaLii MOBHOro
CUIHEITYy 3@ METOAAMH Ta a/IrOPUTMOM, 3aITPOIIOHOBAaHUMMU B OMEPEAHIX POOOTAX.

[IporpamHa cucTemMa BUKOPUCTOBYE METOL PaHXXYBAaHHS H8 OCHOBI TPbOX PIZHNX KPUTEPIIB. [0 HuX BIAHOCATECS: PO3PAaXyHOK
6/IM3bKOCTI ABOBUMIPHUX KPUBUX QYHKLUII LLYITBHOCTI MIMOBIPHOCTI 4/15 YaCTOTU OCHOBHOIO TOHY [ PO3TalllyBaHHS B CIIEKTPI TPbOX
YacTOTHUX JIarna3oHiB, SKi BUAIISIOTECS 3 MOBY, 3aITUCAHOI B MOBHW CUIHAJI, PO3PaxyHOK OJIN3bKOCTI KPUBUX QDYHKUIT LYiTbHOCTI
VIMOBIDHOCTI /U151 KOXKHOI' 3 X O3HaK OKDEMO, PO3PaxyHOK CTYrleHsl G/IM3bKOCTI abCOMIOTHUX MaKCUMyMiB QOPMaHTHUX CIIEKTPDIB,
BULAINIEHNX 3 MOBM, 33ITMCGHOI' B MOBHOMY CUTHE/TI.

Kito40Bi ¢/108a.: nporpamHa cuctema [AeHTuikaulii MoBLS, BEABAET, giarpamu, UML, po3ri3HaBaHHs MOBM,

Introduction
Processing of the speech signal for the purpose of speaker identification is the most relevant and popular in
tasks related to language processing. Constant and high demand for software implementations of announcer
identification systems exists in various areas from user access control to criminal detection services by voice.
However, taking into account the lack of a clear scientific basis for identification algorithms, the significant
complexity of their implementation, as well as the accuracy of personal identification, it can be noted that these tasks
in general are still far from their final solution.

Related works
The task of automatic speaker verification is considered to be the creation of a mathematical model, a set of
algorithms and, as a result of their application, a software or software-hardware implementation that would allow
identification of a person with the same accuracy and reliability as is available to a person.
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Research efforts in the field of speech technology have led to the appearance of a large number of commercial
speech recognition systems. Such companies as Nuance, IBM, ScanSoft offer a large set of software solutions for both
server and desktop applications.

To analyze the work of software systems for speaker identification, it is necessary to consider the main
approaches to performing evaluations of the work of such systems. The US National Institute of Standards and
Technology (NIST) coordinates evaluations of various speech signal analysis systems: automatic speech recognition
systems, key word extraction from speech, and speaker recognition. A description of some annual system evaluations
can be found in [1]. The Institute develops research methodologies for comparing different systems, which include a
clear statement of the task, the definition of evaluation metrics, carefully selected and uniform sets of training and test
data for all participants, clear requirements for conducting and providing test results.

For the problems of speech signal identification, there is always a separate decision-making issue [1]. This
question should establish the degree of relationship between the declared model and the characteristics of the speech
signal being tested. Identification system based on the provided speech signal with language parameters Z person A4,
must accept one of the following variants of accepted hypotheses:

HO: Z defined as A (is taken as a null hypothesis)

H1: Z not defined as A

The conclusion regarding the choice of a certain hypothesis is based on the criterion of plausibility based on
the assessment of the probability of obtaining differences between the samples:

p(Z|HO)

AD) =D

€y

where p(Z|H0) and p(Z|H1) - probability density functions (also called likelihood) associated with person
A ("own") and "not person" A - («alienty).

In the study of linguistic information identification systems of the well-known US Institute of Standards
(NIST), instead of criterion (1), the criterion is recently used [6].

P(ZIH0)>

p(ZIH1) (2)

A(Z) = log<

There are many methods for describing a "non-person" model, but we will be most interested in the following
two methods. The first method will be based on the selection for each person A of certain standard of templates
Aj,...,Ay [5]. Due to the fact that these templates will be created for each person, it can be concluded that the
templates refer to the "non-person" model. The second method is based on the selection as a benchmark of persons
falling out of the general distribution, who will correspond to the "not a person" model. This method requires long-
term training on test data, but due to adjustment to a large set of input data, it is considered the most effective and is
used more often than other methods when building language information identification systems [6].

When developing practical systems for the identification of language information, a certain threshold value
6 s most often determined to make a choice about accepting or rejecting a person. The correct choice of 8 is always a
difficult task that requires a number of experimental studies.

Before using speech signal identification systems, it is necessary to evaluate the accuracy of identification.
For such systems, there are three main accuracy factors:

1. crossover error rate (CER);
2. false reject rate (FRR);
3. false acceptance rate (FAR).

A false rejection occurs when the identification system rejects the "correct”" option. A false deviation is
usually called Type I errors. Such false deviations are quite important in real identification because they lead to a loss
of trust in the systems and to the need for additional time for authorization. False acceptance occurs when the "wrong"
option is accepted as the "correct” one. False acceptance is also very important, because with this option, an
unauthorized person will gain access to resources. It is customary to call a false acceptance Type II errors. Type II
errors are thought to be more important than Type I errors because it is better to not admit the real person than to admit
the wrong person when making decisions.

The crossover error rate (Fig. 1) is the point of intersection of the error curves of Type I error (FRR) and
Type II error (FAR) [7].

The false acceptance rate is also called equal error rate (EER). Considering the fact that this coefficient
accumulates the values of false rejection and false acceptance coefficients, it is most often found in the description of
speech signal identification systems [8].
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Fig.1. Graph of dependencies of errors of the I and II Types

In the competition among systems of identification of speech signal systems, the learning cost function is
also adopted, which determines the weighted sum of the probabilities of false acceptance and false rejection:

Cpet(0) = Cpiss X PTarget X Puiss(0) + Craiseatarm X
X (1 - PTarget) X PFalseAlarm(e) (3)

where the parameters of the cost function are Cygs (missed detection cost factor=1) i Cryiseararm (false
detection cost factor=1), and Prqyger (a priori probability of the specified target person=0,05), Py;ss (probability of
missed detection).

Making a decision on the identification of a speech signal is the main indicator and result of research when
comparing the speech signals of individuals. Therefore, special attention should be paid to the correct selection of the
parameters of the identification system in order to ensure the necessary values of errors of the I and II Types. Most
biometric systems have a flexible threshold that controls the balance between these two types of errors. In each
program, the optimal threshold is found empirically.

NIST evaluations of various speaker identification systems showed [5]:

- comparison of announcers' voices on the basis of a limited set of data - The point of equality of
errors of the I and II types lies within 5-10%. The degree of confidence of the classifier in the obtained result is
approximately 95%;

- verification of the announcer based on an extended data set - the point of equality of errors of the I
and II types is much lower, in the region of 1.3 - 2%, which roughly corresponds to a relative decrease in the number
of errors by 74-80%;

- comparison of announcers' voices based on an extended data set - point of equal probability of errors
- 12-15%.

Experiments

In view of the presented identification errors, it can be concluded that the existing announcer identification
systems cause fair complaints from users related to the objectivity of examination results. The conducted studies [2]
showed that the expressed doubts are fully justified. This conclusion is due mainly to the fact that in most modern
means of conducting identification studies of voice signals, the Fourier transformation is used, which is an artificial
mathematical method of decomposing a complex signal into periodic components. But the mechanism of perception
and transformation of sound vibrations by the human hearing apparatus is arranged differently and such artificial
transformations cannot exist in it. It was also established that the main processes of information transmission to the
brain, contained in sound signals, are of an impulse nature, and the duration of these impulses ranges from tens to
hundreds of milliseconds [4], in connection with the above, it was concluded that the need the use of a multifractal
approach to build a speaker identification system [5]. The study of signals in the time domain is necessary because all
phonemes have a well-defined fractal character that is preserved and is individual for each phoneme, that is, the form
of the phoneme signal in the time domain is the same in all languages and approximately the same when it is
pronounced by any individual. It is this uniformity that allows us to recognize the language of any person. The main
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difference, which determines the individuality of the speaker, is the individuality of the frequency composition of the
signals that make up this sound when it is pronounced by a specific person. This individuality, in our opinion, is
determined by the frequency of the main tone and is modulated by the parameters of this frequency. Both the frequency
of the main tone and these parameters are determined by the individuality of the components of the vocal tract of any
person [2].

During the implementation of the software, two interrelated tasks arose - automatic segmentation of the
phonogram and selection, calculation and determination of the degree of proximity of fractal formations contained in
the investigated signals of the controversial and exemplary phonograms. Both of these tasks are solved in [5, 6].

Within the framework of the speaker identification task, two interrelated tasks of speaker identification and
verification can be distinguished [6]. In the first task, the goal is to identify the audio component as pronounced by
one of the announcers from the considered set, in the second - to establish the belonging of the audio component to a
specific reference announcer.

Based on these tasks, systems are divided into three parts:

1. determination of individual features of the speech signal;
2. representation of the characteristic standard of the announcer;
3. making a decision about the announcer's personality.

On the basis of the above, it is possible to distinguish the following main stages of the implementation of the
announcer recognition system:

Measurement of the fractal dimension of signal components. A stage that is simple to implement, but quite
effective in the set of all discriminability measures. Its implementation is possible both with a permanent window and
with an adaptive type of window.

Definition of phrase boundaries. To solve this problem, it is most rational to use language segmentation
algorithms based on the multifractal approach. Based on this approach, in those elements of the signal, where the
change in fractal dimension exceeds some set threshold, it is assumed that a phrase begins.

Selection of the main tone. To solve the task of selecting the main tone, there is a need to develop an
interference-resistant method of selecting the main tone for each period. An algorithm based on the use of Morle
wavelet approximation of the signal with subsequent statistical analysis of the distribution of wavelet maxima, which
is physically explained by the presence of self-similar structures characteristic of signals associated with resonators,
can be taken as a basic algorithm for the selection of the main tone.

At the stage of measuring the main tone on the signal sections, it makes sense to compare not the absolute
values, but the normalized values - this makes it possible to more accurately distinguish announcers by intonation
color.

Selection of characteristic parameters of the main tone. To solve this problem, you can use the finding of
only some of the considered parameters during the analysis for each fragment: the average frequency and dispersion
of the main tone; distribution of periods of the main tone; amplitude modulation of the main tone; frequency
modulation of periods of the main tone.

Comparison of signal parameters with reference parameters. After carrying out the process of comparing
speech parameters with the reference ones, you need to select the most "close" speaker from the database. To do this,
it is necessary to compare the selected parameters of the main tone from the database based on a probabilistic approach.

In the process of conducting research, the following method of examination was found [4]:

1. To conduct speaker identification research, two or more phonograms are provided for speaker
matching, as a rule, in a set of phonograms, at least one phonogram clearly belongs to the voice of a particular speaker.

2. Each phonogram is segmented into fragments based on the fractal dimension [4].

3. For each fragment of each phonogram, the frequency distribution of the main tone over the entire
length of the phonogram is calculated based on the frequency distributions of the main tone obtained for the fragments.

4. Phonogram data accurately identifying a person (the given owner of the voice) is stored in the
identification database.

5. For each of the phonograms, for which speaker identification must be performed, membership in

one distribution for the frequencies of the main tone of each fragment selected from the phonogram is checked, with
similar distributions stored in the identification database.

6. Based on the assessment of the degree of closeness between the frequency distribution of the
fundamental tone, the announcer is set based on the degree of closeness to the considered distribution.

Let's consider the architecture of the implemented speaker identification system in the UML language in the
form of class and sequence diagrams. The class diagram reflects the static structure of the system. It consists of a
description of classes and relationships between them. A sequence diagram displays the dynamic relationships in the
system, for example, the sequence of calls.

Figure 2 shows a diagram of calls during preliminary preparation for highlighting the characteristics of the
announcer's speech. In pre-language recognition mode, the system boots with a prepared configuration file and an
input signal. Recognition will be done through the configuration manager.
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Fig.2. Sequence of preprocessing calls

Figure 3 shows the call diagram during post-processing during speaker recognition. At this stage, the input
digital signal will go through the process of dividing it into vocalized and non-vocalized parts, decomposition by
Morley wavelet followed by statistical analysis of the distribution of wavelet maxima and determination of the
frequency of the main tone for the segments. The AudioFileDataSource and Recognizer classes implement functions
to perform these tasks. The result of the sequence of calls are the labels of the class of the announcer and the language
to which the classifier classified the input speech signal.

In figure 4 presents a diagram of entity classes, which are object representations of data managed by the
identification system.

Home acts as a graphical interface of the software system, which directly interacts with DBSpeaker and
WavFileRecognizer. DBSpeaker performs the functions of presentation and description of saved recordings of
announcers. WavFileRecognizer is designed to implement the process of reading a sound signal (from a stream or
from a file) and identifying the speaker. AudioFileDataSource implements the function of reading the audio signal,
and Recognizer implements the speaker identification.
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Fig.3. Sequence of calls of the speaker recognition process

The VoiceFeatures abstract class is designed to store and calculate the features of the input speech signal.
The class consists of an array of VoiceFeatureValue objects and the ExtractFeatures obtaining method, which performs
feature extraction from the input speech signal. The inheritors of the class are the classes performing fragment-by-
fragment analysis: average frequency and dispersion of the main tone; distribution of periods of the main tone;
amplitude modulation of the main tone; frequency modulation of periods of the main tone.

The PersonClassifier abstract class is designed to implement the classification algorithm. The class consists
of the Train and Classify methods, as well as the Parameters object, which contains all the parameters necessary for
the work of the classifier. The Train method accepts as input a dictionary, in which the key is a class label, and the
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value is an object of type Features, and returns a Parameters object. The PersonClassify method takes a
VoiceFeatureValue object and returns the value of the decision feature, as well as the decision class label.
The SpeechUtils class contains helper methods needed for feature computation and classification, such as,

for example, computation of vocalized/unvocalized segmentation and denoising.

Thus, a software architecture for speaker identification tasks using a multifractal approach in describing the
structure of speech is proposed. The use of a similar architecture and the use of a multifractal approach will generally
improve the accuracy of speaker identification.

Based on the proposed architecture, a software system was developed in the Python programming language

using the SQLIite database.

The software system for identifying a person's speech signal is searchable, as it is the result of ranking
according to the degree of proximity of individual parameters of the speech signal.

The software system for digital recording of informational messages automatically calculates the parameters
of language characteristics and further ranks these characteristics in the database of individuals.

The software system uses a ranking method based on three different criteria. These include:

- calculation of the proximity of two-dimensional probability density function curves for the
frequency of the main tone and the location in the spectrum of three frequency ranges that are extracted from the

speech recorded in the speech signal;

- calculation of the proximity of the probability density function curves for each of these features

separately;

- calculation of the degree of closeness of the absolute maxima of the formant spectra extracted from
the speech recorded in the speech signal.
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Fig. 4. Class-entity diagram
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+zetdudioFile(audioFile : File, streamMNarne : String) : void
+aetdudioFile(audioFileURL : URL, streamMarne - String) : void
+aetlnputStrearm(inputStream AudiolnputStream, strnarme @ String)
void

+getDatal)  void

+isBigEndian() : Boalean

+addMewFilsListener) : vaid

+remaoveFileListenar) : void

+ereateDataSignall) - DataEnd Signal

+readNextFrame() : Data

+olosebataStream()

+getDuration|) - Long

The result of making a decision of the developed program is a graphical representation of the proximity of
the curves of the two-dimensional probability density functions for each of the signs (Fig. 5).
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Fig. 5. The resulting graph of the comparison of speech signals of individuals by the frequency of the main tone

Conclusions

The following conclusions can be drawn on the basis of the performed research:

1. approaches to the construction of existing announcer identification systems are considered;

2. the main criteria for assessing the accuracy of announcer identification were investigated and the
main sources of loss of accuracy during announcer identification were identified;

3. the structural construction of the announcer identification system is considered, taking into account
the identified sources of loss of accuracy during announcer identification;

4, the proposed architecture of the speaker identification system in the UML language in the form of
class and sequence diagrams.

5. a software system was built that implements the functions of speech signal identification according

to the methods and algorithm proposed in previous works [3-5, 10].
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