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Information technology has been developed, which is used to collect, process and save large volumes of data from the web
space. With the help of technology, the statistical characteristics of various segments of the web space and their cluster structure are
studied. Two methods are used to find the optimal number of clusters and cluster centers: the well-known k-core decomposition
algorithm and a new method developed by the authors. The new algorithm is based on the distribution of ejgenvalues of the stochastic
matrix, which describes the process of Markov transitions in the system. The clustering process is carried out using the Power iteration
clustering algorithm.

With the help of written software (crawler), information is collected on a given segment of the web space. For the studied
area, there are statistical characteristics, namely: node degree, clustering coefficient, node probability distributions by input and
output connections. Oriented and unoriented graphs of web pages of the studied zones are constructed. By combining the calculated
dependencies for the input and output subnets, we can obtain the statistical characteristics of the undirected graphs of the web pages
of the web space zones that we are investigating.

For cluster analysis, the optimal number of clusters and cluster centers can be found in 2 ways: by the well-known k-core
decomposition algorithm and by using a new method developed by the author. The new algorithm is based on the distribution of
elgenvalues of the stochastic matrix, which describes the process of Markov transitions in the system. Using the Rower iteration
clustering algorithm, the cluster structure of various segments of the web space is studied.

The advantage of the developed information technology is that with its help one can work with large sets of data collected
on the Internet, study their structure and statistical characteristics, and perform the clustering process. To implement the clustering
process and find the optimal number of clusters and centroids a new algorithm is suggested. The results of the algorithm indicate
high accuracy in determining the optimal number of clusters.

Keywords: optimal number of clusters; cluster centers; k-core decomposition algorithm, eigenvalues; stochastic matrix;
clustering process; statistical characteristics, process of Markov.

OKCAHA KMPUYEHKO

UYepHiBenbKuii HaioHaNBHUH yHIBepcuteT iM. 0. denproBrnya

TH®OPMAIIIMHA TEXHOJIOT'IA INPOBEJEHHA CTATUCTUYHO-
KJIACTEPHOI'O AHAJII3Y IH®POPMALII ¥ CKJIAJJHUX MEPEKAX

Be/mvka KifibKicTs [H@opmauii 8 IHTEPHETI Ta U 3arasnom cam iH@OPpMALIVIHW NPOCTIp SB/ISIOTE COBOK0 CKIaAHY MEDEXY 3
YCIMa XapakTepHUMH [J15 TaKuX CTPYKTYD CTaTUCTUYHUMIU XaPaKTEPUCTUKAMK, OCOB/IMBOCTSIMM Ta 3B A3KaMu. BUBYEHHS CTaTUCTUYHNX
0CO6/IMBOCTEN [ KIIACTEDHOI CTPYKTYPH TAKNX MEDPEX, @ TAKOX HAUOINbLLINX JOMEHIB [ 30H LIIKaBUTb CbOro4HIi 6aratbox JOC/AHVKIB |
BYEHMUX.

Po3pobrieHa [H@opMaLiviHa TEXHO/IONS, 3a AOMOMOror SKOI PoBOANTECS 36lp, 06POBKa Ta 36EPEXNEHHS AaHNX BEMKUX
06'eMiB 3 BE6-NIPOCTOPY. 33 AOMOMOror IHPOPMALIIHOI TEXHO/IONT AOCTTIKYIOTECA CTATUCTUYHI XaPaKTEPUCTIKY PI3HUX CErMEHTIB
BEG-1IpOCTOPY Ta AOC/IIWKYETLCA IX KNIACTEPHA CTPYKTYPA.

3a [4OroMOoror HarmmcaHoro rporpamMHoro 3abe3rneyYeHHs (Kpoy/iepa) npoBoanTeCs 36ip iHGOpMaLli 1o 384aHOMy CErMEHTY
Be6-ripocTopy. 15 AOCTIIKYBAHOI 30HM 3HAX0AATECS CTATUCTUYHI XaPaKTEPUCTUKY, @ CaMe.: CTYITiHb BY3/1a, KOE@ILIIEHT KIIaCTEPHOCTI,
PO3I104I/TM VIMOBIPHOCTEN BY3/1iB 33 BXIHWUMM Ta BUXIGHUMU 3B G3KamMu. ByayoTbCS OpIEHTOBAHI Ta HEOPIEHTOBAHI rpagu BE6-CTOPIHOK
A0CTMKeHNX 30H. O6E€qHYrOYM PO3PAXOBAHI 33/1IEKHOCTI A1 BXIAHUX Ta BUXIGHUX [TAMEDEX, MOXHE OTDPUMATU CTaTUCTUYHI
XapaKTEPUCTUKUN HEOPIEHTOBaHMX rpagiB BE6-CTOPIHOK 30H BEG-NPOCTOPY, SKI AOC/TIKYEMO.

151 TPOBEAEHHS KIIACTEPHOIO aHasii3y 3HaxoAnTbCA ONTUMATIBHE YUC/IO K/IACTEDIB Ta LEHTPU KIaCcTepis 2 criocobamu:
BiioMUM 3/IrOpUTMOM K-core decomposition 1a 3a A0MOMOIrow HOBOro METO4Y, pPo3pobrieHoro aBTopoM. Houi asroputm 6a3yeTbcs
Ha pOo3r0oai/ii B/IACHUX 3HaYeHb CTOXaCTUYHOI MaTpuLll, Lo Orvcye ripoyec Mapkosa rnepexodiB y cucTemi. 3a OroMOrorw a/iroputmy
Power iteration clustering npoBoanNTLCI AOCTKEHHS KIIACTEDHOI CTPYKTYPU PI3HNX CEFMEHTIB BEG-POCTODY.

[TepeBaroto po3pobrieHoi iHGOPMALIVIHOI TEXHOIONI € TE, O 3 iT AOMOMOIro0 MOXHA ITPaL0BaTH 3 BETMKUMU MACUBAMU
AaHux, 3/6pamux B IHTEPHET], BUBYATU iX CTPYKTYDY Ta CTATUCTUYHI XaPaKTEPUCTUKY, 34IMCHIOBATH MPOLEC KaacTtepuszauii, s
pearnizauii npouyecy KnacrtepuzaLlii Ta 3HaXOMKEHHS ONTUMA/ILHOI KifIbKOCTI KAacTepiB [ LIEHTPOIRIB 3arpOrNOHOBaHO HOBM a/irOpHTM.
Pe3ynibratv poboTv asiropuTMy CBIAYaTH PO BUCOKY TOYHICTb BU3HAYEHHS OMTUMAE/IbHOI KiJIbKOCTi K/1aCTEDIB.

KImo4oBi ¢/10Ba: ONTMMalibHE YNCIO KAACTEPIB, LEHTPU KIACTEPIB; alroputM K-core decomposition; BAIGCHI 3HAYEHHS,
CTOXacTHYHa MaTpuLs,; MPOLEc KAacTepu3aLlli; CTaTMCTUYHI XapaKkTEPUCTUKY, MaPKOBCLKUH POLIEC.

Introduction

A large amount of information on the Internet, and in general the information space itself, represent a complex
network with all the statistical characteristics, features and connections typical for such structures. The study of
statistical features and cluster structure of such networks, as well as the largest domains and zones, is of interest to
many researchers and scientists today.

In the theory of complex networks, three main directions of research are considered:

« studying the statistical characteristics that specify the behavior of networks;

* creating a network model;
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» predicting the network behavior when its structure changes.

Active development of this field of research led to the study of network characteristics, taking into account
not only its topology, but also statistical characteristics that characterize the behavior of the network when the
structural properties change.

For this, researchers study the statistical characteristics of various networks: energy networks, transport
networks, air transport networks, computer networks, co-authorship networks, social networks, the Internet and many
others [1-5].

Many works are devoted to studying the structure of the WWW space and statistical characteristics of the
web space [1-5]. The structure of such networks is presented by graphs. The nodes of the graph are the web pages,
and the edges are the links between them. Both directed and undirected graphs are studied [2-4]. It was found that the
World Wide Web obeys the statistical laws of complex networks, and it was established that the distribution of the
nodes of the graph, which reflects the World Wide Web, obeys a power law with the indicator close to (-2,2) for input
connections and (-2, 7) — for output ones [2-4]. This indicates the scalelessness of such a network, i.e. the high level
of development of the network as a whole [1-4].

Description of information technology
The goal of our research consisted in the development of information technology for collecting, processing,
saving and conducting statistical cluster analysis of information in complex networks. It is possible to study a complex
network in several stages. The structure of the developed information technology is shown in Fig. 1.
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Fig.1. General scheme of information technology for conducting statistical cluster analysis of information in complex networks

We have developed the software (crawler) that is completely controlled by the settings before starting work.
The user specifies a list of web page addresses — entry points, and if necessary, indexing depth, etc. This enables to
fully control the process of searching and indexing pages as well as the calculating the main statistical parameters of
the network under study [6]. The program was configured for a given number of "jumps" from the entry point on its
links. The results of the research are recorded to the database, and the crawler moves on to the next entry point. If
because of "wandering" the crawler comes across a page that is already in the database, no repeated study is required,
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only a new connection is added. As a result, we obtain a graph of web pages, the statistical characteristics of which
will be studied. For the area under study, the degree of each node is found, the clustering coefficient is determined,
and probability distributions of nodes are constructed based on input and output connections. Combining the
calculated dependencies for the input and output subnetworks, the statistical characteristics of the undirected graphs
of the web pages of the investigated web space zones can be obtained.

Thus, a graph is built and the clustering process should be carried out. The process of clustering enables to
consider large data sets and drastically reduce their dimensionality, make them compact and explore their structure.
The task of clustering consists in dividing a set of objects into groups of similar objects, called clusters. The result of
the clustering process is a set of clusters that contain similar elements of the input set of elements.

Concerning the clustering task, there arises a problem of choosing a clustering algorithm: it should be chosen
in such a way that the division into clusters be the most correct.

One of the most common problems with clustering algorithms is that for most of them the number of clusters
as an input parameter is required; however, the number of clusters is usually not known in advance. That is why the
use of certain empirical rules to choose the optimal number of clusters is needed.

A large class of clustering algorithms is based on representing the sampling as a graph. The vertices of the
graph correspond to the objects of the sampling while the edges correspond to the pairwise distances between the
objects. An adjacency matrix is constructed, which is then examined. Spectral clustering is often used to divide a set
of large dimensions into clusters. The data dimension is reduced using the spectral clustering algorithms. The next
step consists in applying some clustering method (e.g., k-means). It should be noted that the main drawback of
algorithms based on the k-means method is the requirement to determine the initial number of clusters and their
centers.

Information about these parameters is usually not available at the initial stage of the information space
research.

Another disadvantage of the k-means method is that it does not provide a solution to the problem of
determining the optimal number of clusters in the data sampling.

After the stage of graph building, we determine the optimal number of clusters and find the cluster centers.
Such process can be performed in two ways:

* by the k-Core decomposition method [7];

* by a new method developed by the authors, which is based on the asymptotic distribution of the eigenvalues
of a stochastic random matrix without conditions of element independence, the spectrum of which can be decomposed
into a regular part and outliers [8].

The next step is to perform the clustering process, i.e. the division into clusters, which is carried out using
the Power Iteration Clustering (PIC) algorithm [9].

Unlike the spectral clustering algorithms, the PIC algorithm calculates only one eigenvector (which is
actually a linear combination of several eigenvectors). In this way, a high speed of calculations is achieved if compared
to the traditional spectral clustering algorithm [9]. The PIC algorithm pseudocode is given below:

Input: Normalized similarity matrix W, number of clusters k
Output: Clusters Cy, Cs, ..., Oy

Pick an initial vector v".
t41 Wt t41 t41 t
v e e and 81— |v v,
Increment ¢ and repeat above step until |6° — & 1| ~ 0.
Use k-means on v* and return clusters C, C, ..., Ck.

o b=

Performing such tasks results in division of the collected data set into clusters and the possibility to compare
the performance of different clustering algorithms.

k-core decomposition method

To determine the optimal number of clusters, we used the k-Core decomposition method.

A k-Core graph is a maximally connected subgraph in which every vertex is connected to at least k vertices
in the subgraph. The k-core distribution is often used in largescale network analysis [7]. Its main aim is to find a strong
subgroup, the members of which play the role of communicators on the graph. Each node in the subgraph must have
at least k degree.

k-Core decomposition has the following properties:

YueV: k-care (u) = k+

and

There is such maximal subgraph V,, that ¥v € V,.:deg(v) = k,
[There is no such subgraph Vi,q that ¥ v € Vi deg(v) = k+ 1.
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This algorithm consists in finding the subgraph with the strongest connections k. This means that each
member of this subgraph has at least k& neighbors. In addition, there is no larger subgraph where each member has
more than & neighbors. Therefore, if we find a vertex that has the highest degree in this subgraph, it will be a good
candidate for its cluster center [7].

New clustering method
Along with the classical clustering method, for example k-means, in our approach we will use a new spectral
clustering method, in which the selection of clusters is based on the transition matrix (eigenvalues) P. In [8, 10 — 12
], the asymptotic distribution of the eigenvalues of the stochastic matrix 4 with random elements ajj U dist , where

dist is the basic distribution of elements. It was determined that the normalized matrix with the elements (1)

ajj

N 9
D aj
=

pij = (1)

corresponds to the asymptotic distribution of the real parts of the eigenvalues of the matrix P with a
distribution density

f/l(x;N):cJ(aJr -x)(x—a_), xe(a_,a,),

where a_, a, — distribution parameters determined by the following relations (2)

= 2

a 2
+ »\/ﬁ

c¢— normalizing constant, N — the number of elements (elements in the network) in the matrix P. At the
same time, it was established that the statement about the distribution of eigenvalues has a circular distribution.
Moreover, the number of clusters is suggested to be chosen according to the following rule

r}’ ©

1
aN

kopt :#{21- |4 (P)—1| <

where the constant a depends on the intercluster connection in the matrix 4.

Process of technology testing

This information technology was used to conduct a statistical cluster study of the following areas of the web
space: the Polish segment of the web space (edu.pl), the Isracli segment (ac.il) and the Ukrainian (net.ua and edu.ua).
For each segment of the web space, the probability distribution of nodes according to incoming connections (in degree)
and the probability distribution of nodes according to degrees by outgoing connections (out degree) are constructed.
The average values of a node degree for undirected graphs were constructed and determined [13]. The graphs of the
investigated web space zones were built. The network clustering coefficients were calculated (Table 1). The data
indicate a large number of the nearest-neighbors cross-references [13].

Table 1.
Clustering coefficients for subnetworks
Name of zone edu.ua net.ua ac.il edu.pl
Clustering coefficient 0.11 0.13 0.104 0.088

We can see that for all networks the clustering coefficients are within the value of 0.1, which also indicates
similar statistical characteristics of all studied segments. It can be concluded from the research results that according
to their statistical characteristics the studied segments of the web space (net.ua; edu.ua — Ukrainian, ac.il — Israeli and
edu.pl - Polish) belong to scale-free networks. This fully corresponds to the modern trends in the development of the
Internet.

The study of the cluster structure of the obtained data sets began with determining the optimal number of
clusters using two described methods: the k-Core decomposition and a new spectral method developed by the authors
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[8]. Based on the Monte Carlo methods it was found that the new spectral algorithm is more accurate in estimating
the number of clusters. The networks under study were divided into clusters using the PIC algorithm.

Conclusion
The advantage of the developed information technology is that with its help one can work with large sets of
data collected on the Internet, study their structure and statistical characteristics, and perform the clustering process.
To implement the clustering process and find the optimal number of clusters and centroids a new algorithm is
suggested. The results of the algorithm indicate high accuracy in determining the optimal number of clusters.
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