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7o improve the information technology of drawing up class schedules, there is a need to develop methods that allow
significantly reduce the number of combinatorial objects in the process of algorithms for generating schedules matrices. For example,
the result of applying the method of permanent decomposition is a collection of combinatorial objects - permutations, combinations,
and placements. For the task of drawing up lesson schedules in the part of forming timetable matrices, the method provides a
memory-recorded set of all possible systems of various representatives of sets, which are the columns of the timetable matrices
(SRPS). Since the algorithm of permanent decomposition gives all possible SRPS, it creates the problem of forming the final schedule
based on SRPS or all possible variants of schedules and requires the development of special algorithms. Certain known approaches
to solving such a problem are associated with significant computational complexity in the general case. This also applies to the
approach based on the order relation of the set of decomposition matrices.

The basis of the information technology proposed in the work is the further modification of the incidence matrices and,
accordingly, such a modification of the permanent decomposition method, which allows generating ready versions of the schedule
matrices at the output. This is achieved due to the introduction of a special algebra of additive-disjunctive forms and, accordingly,
the possibility of generating such forms in the process of permanent decomposition. In fact, in this context, ADF is a formal
representation of a ready-made version of an admissible schedule that satisfies some additional requirements.

Keywords: information technology, additive-disjunctive form, permanent, decomposition.

FOPI TYPBAJI

HauioHanbHHIT yHIBEpCHTET BOJHOTO FOCIIOaPCTBA Ta MPHPOIOKOPUCTYBAHHS

CEPI'I1 BABUY

BCII PiBuencokuit paxosuii konemx HYBIll Ykpainu

THO®OPMAIIMHA TEXHOJIOI'IS CKJIIAJAHHSA PO3KJIAJY HA OCHOBI
AJITEBPU AJANTUBHO-IN3’TOHKTUBHUX ®OPM TA MOJANPIKOBAHOI'O
METOAY NIEPAMHEHTHOI JEKOMITIO3UIIII

3 METOK BHOCKOHA/IEHHS IH@OPMALIVIHUX TEXHO/IOMY CK/IAAAHHS PO3KIEAIB 38HSATH BUHUKAE HEOOXIAHICTL Yy pO3pobLi
METO4iB, O AO3BO/IAIOTE CYTTEBO CKOPOTUTU Ki/IbKICTb KOMOIHATOPHMX 06 €KTIB B POLIECi poboTu a/IropUTMIB reHepaLii MaTpuLb
PO3KIa[IB. Hanpukias, pe3ysibTatoM 3aCTOCYBaHHS METOLY MEPMAHEHTHOI EKOMIIO3NLIT € CYKYITHICTb KOMOIHATOPHUX OO EKTIB —
1EPECTAHOBOK, KOMOIHALIV, PO3MILLEHD. L1159 3a4aYl CKIalaHHs PO3K/IaRIB 3aHATb B YaCTUHI QQOPMYBAHHS MaTPULb PO3K/IaLIB METOS
AAE 3armcaHy B ramsatb CyKyImHICTb YCiX MOXITUBUX CUCTEM PISHUX MPEACTABHUKIB MHOXWH, LLYO SB/ISIOTH COBOI0 CTOBITYUKM MATPULIL
po3zknagis (CPIIC). Ockifibku anroputM neEpMaHeEHTHOI Aekomriosnuii aae Bci Moxsmsi CPIIC, To e nopomKye rnpobremy @opmyBarHHs
OCTaTO4YHOro pPo3Kkniagy Ha ocHosi CPIIC un ycix MOX/IMBUX BapiaHTIB PO3K/IEAIB Ta BUMArae po3pobKu CrieLia/ibHuX aaropuTMIB.
OKpemi BioMI rigxoam A0 PO3BG3aHHS Takoi 3a4adqi 0B S3aHi 3 3HaYHOK 06YNCIIIOBATIbHOK CKIGAHICTIO B 3ara/ibHOMy BUNaaKy. Lie
CTOCYETHCA [ MIAX0AY HA OCHOBI BIAHOLLIEHHS MOPSAKY HE MHOXUHI MATPULIL PO3KIIEAY.

B OCHOBI iHGOPMALIIVIHOI TEXHO/ION, O IPOMOHYETLCS B POBOT), [MOK/IaAEHa 104a/Iblua MOAN@IKaLIs MaTpuLb
IHUMAEHTHOCTI Ta, BIArIOBIAHO, Taka Mogu@ikaLisa METOZY NEPMaHEHTHOI AEKOMITO3NLY], SIKa JO3BO/ISE Ha BUXO4I FE€HEDYBATH roToBf
BapiaHtv Matpyuyb PO3KAagdis. Lle AOCAraeTbca 3a paxyHOK BBEAEHHS CrieliasbHOI anrebpu aaananTBO-an3 IOHKTUBHUX @OopM Ta
BIAMOBIAHO, MOX/IMBICTb reHEPALYi Takux @OpM B rIPOLECI NEPMAHEHTHOI A€KoMIo3nLlii. 10 CyTi, B TakoMy KOHTEKCTI AD € @pakTudHO
GopMarIbHUM [PEACTAB/ICHHSIM OTOBOro BaplaHTy AOIMYCTUMOro PO3K/Iasy, KM 3a40BOJIbHSIE HU3KY AOAATKOBUX BUMOT.

Po3pobrieHa [HPOPMALIIVIHE TEXHO/IOMbIS BUPILIEHHS 3aAaqy Kal€HAAPHOro 1/1aHyBaHHs, 30KpeMa 3agadl (opMyBaHHS
PO3K13AIB, € LIIICHOK CHCTEMOIO, LU0 TTOEAHYE AESKI MIAX0aM, 30KpemMa KOHQIrypauiiHmi nigxig 4o aHanizy BXigHUX JaHux Ta
a/IrOpUTMIB  QPOPMYBAHHS BUXIGHUX [OMYCTUMUX MATPULb PO3K/Ia[IB, 3aCTOCYBAHHS a/rOpUTMIB IEPDMAHEHTHOI AEKOMIO3NLI,
JIEKCUKOrpaghidHmi rigxig Ha OCHOBI BIAIMOBIAHUX [TOPSAKOBUX BIGHOLIEHD, 3/IreBPY aanTUBHO-AN3 IOHKTUBHUX QOPM.

Kito40Bi ¢r108a.: iH@OpMaLiviHa TEXHOIION S, aAANTUBHO-AN3 IOHKTUBHE @OPME, NMEPMAHEHT, AEKOMITO3MNLIIS.

Introduction

A significant amount of most recent research has focused on the tasks of scheduling. There are numerous
excellent resources available in the cloud. The cost of performing tasks in the cloud depends on what resources are
used. Cloud planning is different from traditional planning. In the environment of cloud computing, the task of
scheduling is the biggest and most difficult issue. The task scheduling problem is the NP-complete problem. Many
heuristics have introduced scheduling algorithms, but more improvements are needed to make the system faster and
more responsive. [1]

Although a significant number of algorithms have been developed to generate various combinatorial objects,
such as permutations, permutations with repetitions of different types, and systems of subsets of some sets of elements
[2-4, 5-12], new approaches and algorithms are still emerging.
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Given the novelty of the combination of permanent and decomposition solutions within the calendar
calculation - it is difficult to rely on similar literature.

Many different task scheduling problems such as assignment, job-shop, flow-shop, vehicle routing, and other
scheduling problems have been studied intensively. The studied grid task scheduling problem in this work comes from
the task-resource assignment problem [13] which is much more complicated than the above-stated classic task
scheduling problems. Restated, a grid application is a task scheduling problem involving partially ordered tasks and
distributed heterogeneous resources, and can be represented by a directed acyclic graph (DAG) [14-17]. The
scheduling target is to find optimal task-resource assignment and hence minimize application completion time. Most
scheduling problems are confirmed to be NP-complete. Thus, many researchers have devoted their efforts to solving
task scheduling problems. The exact algorithm such as branch-and-bound method is able to find the optima of the
scheduling problem. However, the execution time required is impractical as the number of tasks and resources
increases. Hence, many different schemes have been presented for solving scheduling problems. Chen et al. [18]
combined a competitive scheme with slack neurons into Hopfield neural networks to solve multiprocessor real-time
job scheduling problems. Sandnes [19] presented a stochastic approach of employing randomization in the scheduling
of tasks in multiobjective scheduling problems. An artificial immune-system based scheme was proposed to solve the
dynamic economic dispatch problem of generating units [20]. Comparatively, several metaheuristics such as genetic
algorithm (GA), simulated annealing algorithm (SA), tabu search (TS), ant colony optimization (ACO), and the
particle swarm optimization have been effectively proposed for solving these difficult problems. Oh and Wu [21]
presented a multiobjective genetic algorithm, which aims to minimize the number of processors required and the total
tardiness of tasks. Liu and Wang [22] solved the resource-constrained project scheduling problem of minimizing
activities’ cost based on GA. And a thermal generating unit’s commitment scheduling problem was studied by a
modified GA [23]. Tabu search is an approach to prevent the search from trapping into the local minimum, and it has
been applied to solving a single machine scheduling problem with distinct due windows to minimize total weighted
earliness and tardiness [27] as well as job-shop scheduling [28].

A detailed overview of the combinatorial algorithms can be given by Knuth [3], and Ruskey [4] which
considers the concept of combinatorial generation and distinguishes the following tasks: listing—generating elements
of a given combinatorial set sequentially, ranking — numbering elements of a given combinatorial set, unranking -
generating elements of a given combinatorial set per their ranks and random selection— generating elements of a given
combinatorial set in random order.

General methods for developing combinatorial generation algorithms were studied by such researchers as S.
Bacchelli [1], V.V. Kruchinin [5, 6], P. Flajolet [ 7] and others. It is a well-known algorithm for permutation generation
[39], such as Bottom-Up, Lexicography, Johnson-Trotter [40], PIndex [41], and Inversion [42].

Additive-disjunction forms and permanent decomposition method
Suppose we have n elements (ay, a,, ..., a,,), that can be part of m sets (W;, W,, ..., W,,), and the occurrence
of the same element several times is allowed. Information about which elements are included in the corresponding
sets will be given in the form of an incidence matrix of the form:

a;  a ... Gy
Wi nyy ngp o nyy
Wy mnpp npp o Mgy (1)
Wm Mm1 Mm2 -+ Mnn
The elements (a4, a,, ..., a,,) will be called identifiers of the columns of the incidence matrix. The system

of different representatives (SDR) will be called a vector of the form:
(V1, Vg oo, V), 0; € Wy i = 1,m,v; # v, # J.

We divide identifier elements into the regular and “stream”. If the element q; is “stream”, then it must be
simultaneously written in all positions of the sample vector, where the correspondent incidence matrix column
contains non-zero elements. An arbitrary vector of samples (or a matrix, the rows of which are samples) will be called
a schedule.

The schedule

(W11, V120, V1m)s (W21, Vazo oo Vam)s o+ o (Vi1 Vizs - o5 Viem))

will be considered correct under the conditions:

LVj € {12,....m}:{vy; Uvyj U...U vy} = {njg *a Uny xa, U...Unj, * ag},

lxa=1{a,a,....q;},a;,=qa,i= m

2.Vi€{1.2,...,k}:vy; # vy, j # 7.,€lements v, vy, are non-stream.

Obviously, in the case when each element is included in each set only once and all elements are non-stream,
the matrix of incidence is
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a, a, ... ay
w, 1 1 ... 1
w, 1 1 ... 1 )
w, 1 1 .. 1
Then one of the variants of the correct schedule can be written in the form:

a, a, as ... a,

( a, as a, ... a \‘
a; a, Qas ... a, |. (3)
a, a; Ay ... Qn_q /

The rows of the schedule matrix consist of n permutations of the corresponding elements.

Let us have an arbitrary matrix of the daily timetable, dimension mx n. Consider the columns of the schedule
matrix (Ry, Ry, ...Ry). As already discussed above, the modified incidence matrix in the presence of flows was
constructed as follows. Teachers' numbers are displayed horizontally, and groups in which classes are held vertically.
Each teacher is assigned a column of the matrix in which zeros and ones are recorded depending on whether the
teacher has pairs in the corresponding groups. Moreover, if a teacher has a current pair, then we allocate a separate
column of the incidence matrix to him, marking it (you can use an index, which is the number of flow elements). Thus,
a matrix of the form is:

X1 Xy v Xp

Ri sa;y a;; o ap
A=R; [ @21 ap; azn |, 4

Rm aml amz amn

1, whenx; € R;,
0 in another case.’
Note that such an incidence matrix does not provide comprehensive information for building a schedule.
After all, in the case when the teacher has several pairs in the same group or several similar current pairs, the matrix
will still be 1. Therefore, we will consider a modification of the incidence matrix containing information about the
number of pairs. For this, instead of 1, we indicate the corresponding number. Therefore
o = {ki, when x; € Rj, k; — numbers of the lessons
1] -

else 0.
Let’s, for example, have a timetable matrix of the form:

a a a
R:(b ) a) 5)
a c d

where a,b,c,d-teachers identifiers. It is necessary to build all possible variants of correct SDR.
Construct the incidence matrix :

where o;; = {

a a" b ¢ d
R, 1.1 1 0 0
R, 0 1 0 2 0 (6)
R; 1.1 0 0 1
Let's construct the scheduling process of the modified permanent with "memorization" [1] according to the
first line:
1 Cll al l; (C) g b ¢ d a c d
permod; 010 2 0 =1§’*perm0d2 0 2 0 +1§‘p*1+111’*permod2(0 2 0)=1¢+
3\1{ 1 0 0 1 0 0 1 1 0 1

(25permods (g‘f)) 119" % 1417  (25permods (‘1“11)) ~19251¢ + 19" + 122518 + 122514,

We get all possible variants of correct SDR: acd, aaa, bca, bed.

Let's consider in more detail the procedure for scheduling a permanent. Note that a non-zero element in the
row of the matrix in the first step means the mandatory presence of the corresponding component in the schedule. In
the process of calculating the permanent, we simply use the addition operation +. However, from the point of view of
the construction of the schedule, the logic of the addition operation here is completely different, it denotes a
"disjunction", the possibility of choosing one of the options of the SRPS. If an element is multiplied, the value of
which is greater than 1, then a situation of inclusion of several components is possible. For example in an expression

25permodsy (‘;I;) = 25 * 1% + 25 = 12 addition means the obligatory inclusion of both components, since element 3
is included twice, the element of the incidence matrix is equal to 2. At the same time, in the expression
15permodsy (‘;I;) = 15 * 1% + 15 = 12 adding means choosing one of two options, since element 3 is used only 1

time. We will mark the selection operation with an iconv. In addition, when using the mandatory inclusion of the
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corresponding element of the column to which the non-zero element of the incidence matrix corresponds, we will
reduce the value of the element of the incidence matrix by 1. thus, the expressions in the calculation of the permanent
can be interpreted not as ordinary sums, but as special operations applied to systems of different representatives or
their fragments. In this case, we will no longer have the numerical value of the algebraic constant, but we will get all
possible variants of timetables.

Lets consider examples;

1ﬁmnnmg(i?§)=15*1§+1g*1g+1§*1g=ADF=13*1gv1g*1gv1g*g
zgmwmmh(?fi)=zg*1g+zg*1g+zg*1g=ADF=

= (1418 + 11 v (A4 18+ 14515 v (1§ x 15 + 14 % 19)

Last example demonstrates an important property: in the case when the value of the multiplier element is
less than the number of non-zero elements of the expansion line, we haveCX variants of interpretation of the initial
amount in the form of ADF.

Thus, ADF is an expression that includes two operations: + mandatory inclusion and binary selectionv.

It is easy to determine the properties of the algebra of additive-disjunctive forms:

The following properties are obvious:

1. AVA=A

2. AVB=BVA

3 A+B=B+A4

4. A+A={AA}

5. A+BVC=A+(BVC)

6. A+BVC=A+B)V(A+0)

Using these properties, it is possible to convert to multiple systems of various representative configurations:
a+bvc+dve=(a+b)v(a+c)+dve=(a+b+dve)V(a+c+dVe)

=(@a+b+d)va+b+e)v(a+c+d)v(a+c+e).

Now consider the previous example from the point of view of ADF. We can modify the permanent schedule
procedure to obtain the correct ADF. To do this, at each iteration of the decomposition of the permanent, we will
analyze the occurrence of the same elements in all components of the mandatory inclusion. The condition must be
fulfilled - the total number of occurrences of the element in the mandatory inclusion block must be equal to its index.
If it turns out that this condition is violated, then the mandatory inclusion block will be considered incorrect and must
be removed. We have:

a a b c d
11 1 1 0 o b ¢ d ) a c d
permody 0 1.0 2 0 =1%¢ xpermod2( 0 2 0 |+1¢" * 1+12 x permod2( 0 2 0 |=1¢+*
3\1 1 0 0 1 0 0 1 1 0 1
(25permod3 (l(;cll)) +19" % 1410 % ( Spermods (??)) =
=ADF=1{ * <1§permod3 (gcll)) +1¢" % 1412 % <1§perm0d3 (??)) =1¢151¢ + 1¢" + 121514 v
191514 =

(121514 + 1" + 121519) v (19151¢ + 1% + 121519).

Thus, we get two variants of the timetables:

a c d a c d
(a a a) and (a a al-
b ¢ a b ¢ d

Second variant is incorrect because of 1¢ is used twice.
Taking this into account, we can introduce a procedure for throwing out incorrect situations in mandatory
inclusion blocks:
1¢151¢ +-1f’+—121g1g\/1f1§1g = 1g%;1g +-1g"+—1f1§1g\/1f150§
(191514 + 19" + 121519 v (1¢1514 + 17" + 121509) = (19151¢ + 14" + 181514

In this example, in the process of building the ADF, the property is taken into account that if the element of
the schedule is already used in the expression of mandatory inclusion and it is present in other expressions of
mandatory inclusion, then its incident value in the following expressions is reduced by 1.
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Thus, the modification of the procedure of the schedule of the permanent incidence matrix by constructing
the ADF allows obtaining all possible correct options of schedules. The proposed procedure not only solves the
problem of the coincidence of schedule elements in rows but also immediately obtains the required number of identical
elements in columns by the input data recorded in the modified incidence matrix.

Note that in the absence of situations when the teacher can have several pairs in one group in the process of
constructing the ADF, we obtain the ADF of the form (DF)+(DF)+...+(DF), where DF (disjunctive form)zlll1 * 1‘22 *
S LY 1{1 * 1%2 SIS LAV

In the case when several pairs are allowed in one group or streams, we will get additive constructions of
mandatory inclusion (DAF)+(DAF)+...+(DAF), where DAF (disjunction of additive forms) contains constructions of
the type

R B LR VE B R EARVE G B ECR T ERVAND N 6 EL R ELLRVARND W

The construction of ADF will be carried out based on the set of SRPS. Indeed, if the value of the incidence
index of some element in the SRPS is greater than 1 and equal to k, then in this case we will have Cfvariants of
interpretation of the initial amount in the form of ADF. Moreover, any combination of SRPS with k elements will be
recorded with a mandatory inclusion operation, between which there will be a selection operation. Such a procedure
will make it possible to construct an ADF based on the set of all SRPS.

First, the operation of mandatory inclusion is placed between the groups of SRPS formed as a result of the
schedule according to the first row of the incidence matrix. In more detail, mandatory inclusion groups are all SRPs
in which the first element is the element to which the non-zero elements of the first row of the incidence matrix
correspond. If the index of the element is 1, then all disjunctions will be in the group, if not, then we will have
disjunctions of all possible combinations of conjunctive blocks of mandatory inclusion. For example, if the index is
2, we will have initial groups of mandatory inclusion. Next, we will review all the SRPS sequentially by the first
elements (the current element is considered one), the second, etc.

If the first element in any group has an index of 1, then it is obvious that all the SRPS in the group is used
with the selection operation. If its index is larger, then we will have all possible combinations of mandatory inclusion
blocks connected by the selection operation. Note that the result of such a schedule is the sum of disjunctive forms,
which is guaranteed to include all the necessary elements of the first column. Next, we consider all SRPS for the
second element. The logic of further actions is to ensure the guaranteed achievement of the required number of
inclusions of the second element.

For this, we consider the second row of the incidence matrix and all its non-zero elements. Let's consider the
first element. We determine which SRPS has it. Then we define the possible options so that it is entered depending
on the index. To do this, we number occurrences, generate combinations, and check the required number of
occurrences, taking into account the operations of mandatory inclusions. Since there are only disjunctions in each
group, with an index greater than 1, it is necessary to choose from several groups (from one only in case of
coincidence). Then you can select the groups from which the corresponding SRPS is selected and then it is selected
as the only one. At the same time, all other SRPS that do not contain our element is selected from other groups. We
put a disjunction between the new groups. Thus, we get a disjunctive form of groups, each of which has corresponding
additive constructions of mandatory inclusion.

Suppose that its index is greater. Note that the SRPS with this element can be in several groups of mandatory
inclusion (see example). If it stands in only one group, where selection operations are everywhere, it is impossible to
make a schedule. If it is in several different groups, then only 1 SRPS can be selected from each such group. If there
are index elements and it is possible to form a schedule with the required number of occurrences of this element, then
combinations with SRPS with mandatory inclusion operations are formed. At the same time, SRPS mandatory
inclusion will appear! Next, we consider the third element, the fourth, etc. General algorithm was considered in [1].

Information technology

The results described above allow us to detail information technology for solving a wide range of calendar
planning problems, which is based on the use of algorithms based on decomposition procedures of specially
modified permanent incidence matrices.

This technology is a set of methods and approaches, which include:

» methods of input data analysis;

» methods of generating various combinatorial objects - permutations, systems of various column
representatives, combinations with a number of additional conditions, which are based on specially developed
permanent decomposition algorithms;

* methods of forming all possible admissible variants of matrices

* schedules, including algorithmic solutions, which are based, in particular, on the use of the algebra of
additive-disjunctive forms specially developed for such problems;

» methods of presenting data during the operation of generation algorithms, which are adapted to these
algorithms and take into account their specificities as much as possible.
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Thus, this information technology is a complete system that allows you to solve the tasks of creating
schedules in the presence of a number of additional conditions (See Fig.1).

Input data analysis subsystem
Q —
22 2 n g M
pa = SER= © b=
= g .2 o © o ° .8
8 ISR < E = > O
< o 22 € 3 < g 5 S
= g S 5 »n e »n O =)
kel = S g 2 B ‘A &8 2 0~
) L‘a a o B b 2 8-'0 4
= E o =% < © 13
= = [ ZIS) = [P =)
g £ 2 2 S g 5 2 £5%
S 5L 55 2 5 28 'y
,E =) E < —) o ~ ) ,_:* @ ) = % ——) k= 9
8 & o o o ==
17} ) ° = ° o <
g ‘% ) @ o N
Q = s R 2 = g
- 2% £5 5 .
< = < °© < 5
SRPS generation subsystem
based on the basic permanent decomposition
Construction of the Permanent algorithm Analysis of the admissibility
modified incidence matrix | s of formation of === | of the schedule matrix based
of the first type SRPS on the SRPS

l

Additive-disjunctive form generation subsystem based on SRPS

Generation of schedules

ADF generation algorithm matrices based on ADP

Fig. 1. Information technology based on ADF algebra (a variant of using the basic permanent approach)

Conclusions

The second modification of the incidence matrix is proposed, which differs in that, unlike the previous
options, it contains complete information necessary for drawing up a schedule. The corresponding modification made
it possible to make significant corrections in the decomposition procedure of the permanent of this matrix and led to
the need to develop an algebra of additive-disjunctive forms.

A special algebra of additive-disjunctive forms (ADF) is proposed, which contains two operations -
disjunction and mandatory inclusion (addition) and differs in the algorithmic nature of its operations. The operation
of disjunction means the selection and, accordingly, the duplication of the corresponding lists containing disjunctive
forms in the process of recursive generation procedures. Mandatory inclusion operation means simple inclusion of the
corresponding SRPS as the next row in the running schedule matrix.

Based on ADF, two algorithms for the formation of schedule matrices were proposed for the first time:

. the first algorithm allows forming the schedule matrices directly in the process of decomposition of
the permanent of the second modification of the incidence matrix;
. the second algorithm allows you to form ADF based on the SMPR, which is formed as a result of

the algorithms formulated in the previous section.

This approach is very convenient from the point of view of software implementation and construction of the
appropriate class hierarchy. It allows you to create information technology as a complete system that combines
appropriate algorithms and methods. Information technology for solving calendar planning problems, in particular,
the task of generating schedules, is formulated for the first time, which is a complete system that combines some
approaches, in particular, a configuration approach to the analysis of input data and algorithms for the formation of
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initial admissible matrices of schedules, the permanent approach of generation of SRPS and application of algorithms
of permanent decomposition, a lexicographic approach based on relevant order relations, algebra of additive-
disjunctive forms.
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