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There is a constant and growing need for higher education institutions (HEI) to provide proper and high-quality support for
the admissions campaign through information systems and technologies. Labor market trends, unreliability and low-quality sources,
and a large volume of admission rules can complicate the admission process for an applicant. As a result, there is a risk that the
applicant will not be able to make the right choice and quality assessment of the chances of admission. So, this paper considers
increasing the entrant's chances of making an effective decision at the stage of education program selection through the
implementation of an information system. The efficiency of such systems is largely based on the accuracy of its intelligent components.
This article investigates the effectiveness of machine learning (ML) boosting methods to solve the problem of admission prediction
through binary classification tasks. We evaluate the accuracy of such ML methods as Gradient Boosting, Adaptive Boosting (AdaBoost),
and eXtreme Gradient Boosting (XGBoost). For a more detailed assessment of the studied methods, a comparison with Support Vector
Machine (SVM) and Logistic regression is also presented. The simulation was performed using «Orange» software. The work of the
studied methods was simulated based on a sample of archival data comprising 9,657 records of full-time entrants of two faculties of
Lviv Polytechnic National University. The sample was randomly divided into training and test sets in a ratio of 80% to 20%. To ensure
the reliability of the obtained result, the work of each of the studied methods was subjected to 10-fold cross-validation. Classification
accuracy (AUC), Precision, Recall and F1 score performace indicators was used to analyze the results. It has been experimentally
established that the highest accuracy is achieved when using XGBoost. The obtained results shows high accurate. This makes it
possible to use the researched methods in the subsequent stages of building an information system to support the decision-making
of applicants.

Keywords: admission, entrant, higher education institution (HEI), prediction, machine learning, boosting, information
system.

Xpuctuna 3Yb, ITasno XKEXXHNY

HarioHanbHuil yHiBepcuTeT «JIbBIBChKA HOITEXHIKA»

BYCTHUHI'OBI METOJU MAIIMHHOI'O HABYHAHHA 1JIA ITPOT'HO3YBAHHS
YCHOINTHOCTI BCTYITY ABITYPIEHTIB 3BO YKPATHA

IcHye nocTiviHa 1a 3pocTaroya rnotpeba 3aknagis suiyoi ocaitv (3B0) y 3a6e3reyeHHi Ha/lexXHOro 1a SKICHOro CynpoBogy
BCTYITHOI KamMnaHii' 3@ [OMOMOroro HPOPMALIVIHUX CUCTEM Ta TEXHOJOMW, TEHAEHU Ha PUHKY MpPaLl, HEHALIMHICTL | HESKICHICTL
JDKEPEST), BE/MKA KIIbKICTb [IPaBU/ MIPMOMY MOXXYTb YCKIGAHUTH [IPOLIEC BCTYry abITyplieHTa. Sk HaCTfoK, € pU3MK TOro, WO
a6ITypIEHT He 3MOXKeE 3pOGUTH MPABIIbHNI BUGIP Ta SKICHO OLIIHUTY LWaHCH Ha BCTYI. TOX, y AaHIM poBOTi po3r/iAacToCa 3aBAAHHS
TTIABHLUEHHS LWAHCIB aBITYpIEHTa MPMIHATY €QEKTUBHE PILIEHHS Ha ETarl BUOODY OCBITHBOI rporpamu. EQEKTUBHICTb Takux cucreM
3HAYHOK MIPOKO 6a3YETHCS Ha TOYHOCTI IX IHTENEKTYaIbHUX KOMITOHEHTIB. Y LW CTaTTi AOC/IAKYETHCI EQPEKTUBHICTL BYCTUHIOBUX
METOAIB MALLUMHHOIO HaBYaHHS /15 BUPILLIEHHS TPO6/IEMY MPOrHO3yBaKHHs BCTyIly 33 AOIOMOro 3aBaaHb 6iHapHOI kiacugikauii. Mu
OLJIHIOEMO TaKi TOYHICTb POOOTH TaKUX METOLIB MALUMHHOIO HaB4arHs, Kk Gradient Boosting, Adaptive Boosting (AdaBoost) i eXtreme
Gradient Boosting (XGBoost). [n51 6i/ibLu [ETA/IbHOI OLIIHKM AOCTIIIKYBAaHNX METOLIB TAKOX PEACTAB/IEHO MOPIBHSIHHS 3 METOLOM
OropHMX BEKTOPHIB | JIOricTMYHOK perpeciero. MoaetoBarHs npoBoaniocs 3a AOrOMOror MporpamMHoro 3abesneqeHHs «Orange».
Poboty pociikyBaHmx MeEToamiB 6y/10 3MOAE/TILOBAHO Ha OCHOBI BUOIDKW apXiBHUX JaHux, ska ckiana 9657 3anucis AaHux
abiTypieHTIB AEHHOI POPMU HABYAHHS ABOX HABYAIILHO-HAYKOBUX IHCTUTYTIB HaLioHa/IbHOro yHIBEPCUTETY «/IbBIBCHbKA MOJIITEXHIKE.
BubipKy BUNagkoBum YnuHOM 6yJ/10 PO3IIOAIIIEHO HA HABYa/IbHy Ta TECTOBY BUbIpKu y criiBBigHolwerHHi 80% Ao 20%. [115 3a6e3rneyeHHs
ZI0CTOBIPHOCTI OTPUMAHOIO PE3YTILTATY POBOTY KOXHOIO 3 JOCTIKYBaHNX METOLIB 1iaAaBam 10-KpaTHivi Kpoc-Basigadii. [71a aHanizy
PE3Y/IbTATIB BUKOPUCTAHO Taki IMOKa3HuKv TOYHOCTI sk Classification accuracy (AUC), Precision, Recall, F1 score. EkcriepumeHTasisHo
BCTaHOB/IEHO, O HavBMILLA TOYHICTb AOCSIacTbCs IpU BUKOPUCTaHHI XGBoost. OTpuMaHi pesy/sibTati [OCUTH TOoYHi, Lle aae
MOXJTUBICTb BUKOPUCTOBYBATU AOCTIKYBAaHI METOAN Ha HACTYITHUX ETarnax rnobyaoBu H@POPMALIVIHOI CUCTEMU ITIATDUMKY MPMIHSITTS
piiers abiTypieHTamu.

Kmodyosi cioBa: BCTyr, abiTypieHT, 3aknag suioi ocsitu (3B0), nporHo3yBarHHs, MalMHHE HaB4YaHHS, OYCTUHI,
IH@opMaLiviHa cucTema.

Introduction

The rapid development of information technologies, as well as means of artificial intelligence, contributes to
their wide application, in particular in the field of education. In recent years ML has found larger and broader
applications in HEI and is showing an increasing trend in scientific research that considers the increasing effectiveness
of entrants' admission.

As the admission results directly affect young workers' professional trajectories, it is important to provide
appropriate support for entrants at this stage. The world markets are developing rapidly and continuously looking for
the best knowledge and experience among people. HEI rating, a wide range of educational programs, a constantly
changing labor market, admission rules, incompetent recommendations, or career guidance activities could make this
decision complicated. As a result, they could make unwise choices. To increase the entrant's chances of making an
effective decision, this research aims to investigate the possibility of using ML techniques to predict their chances of
admission.
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HEI admission process could differ in all countries and requires investigation in each individual case. This
research considers the Ukrainian HEI entrant's decision. Today, Ukrainian HEI provides the target audience with up-
to-date and reliable information on official websites in a large volume and an accessible form. There are also open
online services that provide additional information about rating lists and the education programs of admission. But
still, there is a need to provide any free and open web resource that could support entrant's admission decisions.

According to the admission rules, everyone who intends to admit the HEI must register and pass an external
independent assessment test aimed at determining the level of educational achievements of graduates of secondary
educational institutions upon their admission to HEI in Ukraine. It is worth noting that the institution sets a minimum
passing score for specific education programs. There is also a limit on the number of submitted applications. In every
application submitted for the budget form of study, it is necessary to set its priority - from one to five, where one is
the highest priority and five is the lowest. After submitting the first application, it will not be possible to change the
priority. In accordance with the recommendations of the HEI, which has to be conducted based on the competition,
rating lists are published, after which the entrant makes the final choice.

Such a complex admission system is aimed at raising the level of education of the population of Ukraine and
ensuring the implementation of the constitutional rights of citizens to equal access to higher education, monitoring
compliance with education standards, analyzing the state of the education system, and forecasting its development.
However, at the same time, it is difficult for school graduates. There is no clear predictive vision of the most
appropriate specialization for the student.

The wrong decision causes the entrant not to get state financing, enter to undesirable program, and could
become a not success d student. Given the difference in the admission procedure of foreign higher education
institutions, Ukraine cannot adopt the experience of supporting entrants. However, taking into account modern trends
and existing solutions, in this study we will analyze the relevance of using ML methods on the example of an admission
campaign of Lviv Polytechnic National University admission data.

The aim of the work is to apply and experimentally evaluate the accuracy of ML algorithms in solving the
task of predicting the chances of admission to the HEI. The performance indicators will be consider as an indicator of
model effectiveness. The most effective model could be used as a base intellectual component for an information
system aimed to support Ukrainian entrants.

Related works
A huge amount of students and entrants data is available in many HEI, which may be utilized to make future
decisions and improve future outcomes. As a result, there is a growing number of scientific research using ML methods
in the education area tasks [1]. Fig. 1 shows the growing number of researches in the Scopus database related to the
use of ML in HEI. This section summarizes the main directions and obtained results of existing latest studies aimed
to predict HEI admission and describes some of them.
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Fig.1 Scopus search analysis dashboard

A common practice is to compare ML methods for solving classification problems. Applying such methods
as Logistic Regression, KNN Classification, SVM, Naive Bayes Classification, Decision Tree Classification, and
Random Forest authors aimed to predict the admission outcome of candidates with a set of known parameters.
Comparing the performance metrics of these methods allowed to highlight the most effective solution for each data
set [2-6].

As one of effective techniques authors used stacking to predict admission to a bachelor's program. It performs
better while compared to other regression algorithms such us, Linear Regression, SVM, Decision Tree, Random
Forest, and Stacking Regressor. To analyze all the models they presented evaluation metrics such as R2 Score, Mean
Absolute Error, Mean Square Error, and Root Mean Square Error for each case [7].

In other paper, authors use ML methods to resolve classification task to identify the possibility of enrollment
for a pool of applicants. There are two approaches presented in the study. The first one, based on SVM and LR models,
uses a given set of features and defines the total number of enrollments. The second approach directly implements a
semi-supervised probability model and a time series model and determines the number of applicants without
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identifying them individually. The results demonstrate that the presented models can predict enrollment with reliable
accuracy using only a small set of features related to student and college features [8].

With the aim to rid of the accuracy limitation produced by existing web applications or consultancy services,
this study uses a deep neural network (DNN) to predict the chance of getting admitted to a university according to the
student's portfolio. The DNN model outperformed the results in comparing with existing methods in terms of different
performance metrics in each benchmark [9].

Also, in one of the recent researches, the authors emphasize that there is a high level of unemployment and
the absence of enough internship or full-time job opportunities for college graduates caused of the coronavirus. At the
same time, the number of post-graduate applicants is growing. This makes the need to help applicants to understand
their overall admission chances. They use the feasible ordinary least squared multiple linear regression models to
analyze and predict the post-graduate school admission chance [10].

Current studies present experiment result based on datasets of various HEI. The problem-solving of entrants'
admission chances evaluation is critical in each country. There are studies aimed to support Bangladeshi students
intended to pursue higher studies abroad after completing their undergraduate degrees [ 11], to make recommendations
for Indian students who apply for the admissions of overseas universities to study abroad [12], for foreign students
came to USA [13].

They also analyze a student’s academic achievements historical data to predict graduate program admission
[14, 15, 16, 17.] or first-year admission [18, 19].

So today, various types of research consider the effectiveness of the application of ML methods in HEI
admission procedures, particularly an admission prediction task The analyzed studies confirm the practicality and
value of solving the problem of predicting admission. All the studies summarize that the presence of a decision support
system will positively affect both the life trajectory of the future student and the activities of the HEI. They show high
accuracy in terms of every settled task and used dataset. This set differs in individual cases according to the task at
hand. But the existing studies concerned different HEI, education programs, and even countries, different levels - the
first year, re-enrollment, master’s, or Ph.D. It is obvious that there is a need to collect and use specific data in every
separate case.

Since the research concerns the entrance of other countries and different admission rules, the task of
researching the application of ML models for predicting Ukrainian applicants' admission remains open.

Dataset description

The selection of data was limited by the following characteristics: entry year - 2021, qualification level -
bachelor's (entry to the first year), form of study - full-time, faculties - humanities and social sciences, computer
sciences and technologies. In connection with the beginning of the Russian-Ukrainian war, the rules of reception have
partially changed. As a return to typical procedures is envisaged, based on the external examination, the analysis was
carried out on the basis of data from the 2021 entry campaign. Data source: vstup2021.lpnu.ua [20]. Total row number
is 2057 for the first case and 5600 for the second. Data preprocessing is described below.

Exploratory data analysis shows some outliers. There are many different methods to deal with outliers - leave
as is, drop them with dropna, fill missing values with test statistics like mean. In our case, there are few outliers.
Therefore, the best option will be removing the rows that contain outliers - applicants who entered with low scores
based on the privileges granted to them due to special cases of the admission rules. In order to removing redundancy
we deleted row id because it does not correlate to the dependent variable; hence, it was removed from the dataset.

Instead of introducing separate properties that correspond to the results of the external examination for each
subject, we used the Competitive score - this is a comprehensive assessment of the entrant's achievements, which
includes the results of entrance tests and other indicators calculated in accordance with the rules of admission to HEIL
In addition to the results of external examinations, the formula also provides for integral weighting factors determined
for each specialty and additional points for successfully completing the preparatory courses of a HEI in the year of
admission. In addition, corrective coefficients are also taken into account - rural (can be calculated for entrants
registered in the village and who graduated from a rural school in the year of admission), regional (for those entering
regional universities) and branch (for specialties that receive special support). These data are not listed separately in
the data source, but they are taken into account in the competitive score.

Proposed technique

To obtain more accurate results when applying ML methods, the algorithm of their ensembles is used, which
consists of the simultaneous application of several basic algorithms. When using them, the algorithms learn
simultaneously and can correct each other's errors. The ensemble itself is a supervised learning algorithm because it
can be trained and then used to make predictions, so the trained ensemble represents a single hypothesis. This
hypothesis, however, does not necessarily lie in the hypothesis space of the models from which it is constructed. Thus,
ensembles can have more flexibility in the functions they represent.

There are several approaches to building ensemble algorithms, including stacking, boosting, and bagging.
Boosting consists of the gradual application of each model while each subsequent one corrects the errors of the
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previous one. During bagging, the basic algorithms are trained in parallel, and the final results are aggregated. In
stacking, several different algorithms are trained, and at their outputs, the metamodel produces the final result.

There are a number of key advantages that the boosting method provides when used for classification or
regression problems, such as ease of implementation, bias reduction, and computational efficiency. So, in this work,
we investigated the accuracy of solving the binary classification task using a number of existing methods of ML, in
particular: AdaBoost, XGBoosting, and Gradient Boosting. We aim to evaluate the accuracy and efficiency of
boosting methods and the possibility of their future implementation. For better evaluation, we compare its result with
other different ML methods, such as SVM and Logistic Regression, for two separate datasets.

AdaBoost was the first really successful boosting algorithm developed for the purpose of binary
classification. AdaBoost is a very popular boosting technique that combines multiple “weak classifiers” into a single
“strong classifier”. Building on the work of Leo Breiman, Jerome H. Friedman developed gradient boosting, which
works by sequentially adding predictors to an ensemble, with each one correcting for the errors of its predecessor.
However, instead of changing the weights of data points like AdaBoost, the gradient boosting trains on the residual
errors of the previous predictor. The name, gradient boosting, is used since it combines the gradient descent algorithm
and boosting method.

XGboost is a decision-tree-based ensemble ML algorithm that uses a gradient boosting framework. It is one
of the gradient boosting implementations that is acknowledged as one of the best-performing algorithms used for
supervised learning. Its main advantage is high execution speed out of core computation. XGBoost algorithm was
developed as a research project at the University of Washington. Since its introduction, this algorithm differentiates
itself in a wide range of applications - can be used to solve regression, classification, ranking, and user-defined
prediction problems. XGboost preferred by data scientists because its high execution speed out of core computation.
More detailed description can be found in [21].

The simulations were performed using “Orange” software [22], an open-source online data visualization,
ML, and data analysis tool. It is equipped with a visual programming interface for fast qualitative analysis and
interactive visualization of data. The block diagram of this process is presented in Fig. 2.
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Fig. 2 Research simulation in the “Orange” software

Due to the sufficient size of the data sample, it was divided into training and test samples in the ratio of 80%
to 20%. Classification accuracy was assessed using 10-fold cross-validation. The essence of such a check is to compare
the results of the classification accuracy of the test and training sets. It is considered that the studied methods has
passed the test, provided that the classification of the test set gives approximately the same results in terms of accuracy
as the classification of the training set.

To evaluate the performance of the ML method, we use following performance indicators:

TP+1IN

Accuracy = —————
TP+FP+TN+FN’

Precision =————
TP+FP’

TP
TP+FN’

Recall =

(Recall x Precision)

F1_score=2x ——F— |
- (Recall + Precision)
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where: TP are true positive observations, TN are true negatives observations, FP are false positive
observations, FN are false negatives observations.

Result and discussion
This section presents the results of work and a comparison of such ML methods as Gradient Boosting,
AdaBoost, and XGBoost. Table 1 and Table 2 describe the results obtained for each data set according to the accuracy
evaluation measures described in the previous section.

Table 1
Results of boosting ML methods, dataset 1
Model AUC F1 Precision Recall
XGBoost 0.890 0.919 0919 0.924
Gradient Boosting 0.888 0.915 0917 0.921
AdaBoost 0.804 0.890 0.889 0.891
Table 2
Results of boosting ML methods, dataset 2
Model AUC F1 Precision Recall
XGBoost 0.972 0.962 0.962 0.963
Gradient Boosting 0.967 0.962 0.961 0.962
AdaBoost 0.891 0.930 0.930 0.931

Taking into account the fact that the competitive scores of entrants of humanities majors can be higher on
average than those of mathematics and natural sciences, therefore, in this study, two separate cases of different
faculties are cursed and evaluated. This will allow for a more detailed evaluation of the effectiveness of the selected
methods and to avoid discrimination of technical specialties of higher education institutions.

The findings of this study clearly show that the XGboost method gives the most accurate results. The obtained
numerical values of the metrics were also confirmed by visual analysis. An error curve, the so-called ROC curve, was
used to visualize the research results (Fig. 3, Fig. 4). This is one of the most commonly used methods of demonstrating
binary classification results. The ROC curve shows the dependence of the number of true positive values on the
number of false positive values for each individual class. Accordingly, the studied classifier, whose ROC curve is
located above and to the left of the graph, demonstrates greater accuracy.

M AdaBoost

M xGBoost

M Gradient Boosting
B Logistic Regression
o svm

a)

M AdsBoost

M xGBoost

M Gradient Boosting
B Logistic Regression
M svm

Fig. 3 ROC-curves for the boosting methods, dataset 1: a) class 1 (admitted); b) class 2 (not admitted)
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Fig. 4 ROC-curves for the boosting method, dataset 2: a) class 1 (admitted); b) class 2 (not admitted)

For a better assessment of the researched methods, an analysis of the work of such methods as SVM and
Logistic Regression was also carried out. The results are presented in Figure 5.

ML methods accuracy result, dataset 1 ML methods accuracy result, dataset 2
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Fig.5 Comparison of the accuracy of the boosting methods with classical ML methods: a) dataset 1, b) dataset 2

As can be seen from both graphs of Figs. 3 and Fig. 4, ROC-curves several algorithms almost overlap. This
indicates that they are approximately equally effective. This is confirmed by the results presented in Table 1, and
Table 2. However, XGBoost shows slightly better results. This is also confirmed by numerical estimates of
comparison with other methods presented at Fig. 5. This provides the possibility of applying this method when

building a real system for predicting the success of the entrant's entry to HEIL.

Conclusion

ML algorithms are widely used in many fields of scientific and practical activity, including education.
Ensemble learning has been commonly used in machine learning on various classification and regression tasks to
improve performance by grouping individual algorithms. Boosting is one of the most popular ensemble learning
techniques, where a set of so-called weak learners, i.e., models whose performance is slightly better than random
guessing, is built.

The current development of decision-making support systems for applicants requires the search and
application of the most effective and accurate methods of predicting admission success. The need for the entrants to
decide on the choice of university and education program for admission arises every year during the admissions
campaign. So, supporting applicants remains relevant for all educational institutions. From the research, we were able
to verify the effectiveness of the application of ML methods and techniques to solve such a task.

This paper examines the task of supporting applicants' decision-making to HEI choosing an education
program for admission using ML boosting methods. It has been experimentally established that the highest accuracy
is achieved using the XGBoost method. The obtained results make it possible to consider the boosting method as the
basic algorithm of the recommender system, i.e., the components and decision support of applicants to the University
of Ukraine. Although the XGBoost method showed the highest accuracy, further research will be conducted in the

more detailed investigation of boosting methods and a more full dataset.
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