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This article describes the concept of currency exchange rate and the typology of various factors that influence it. A
multifactor regression model was constructed to investigate the influence of factors on the exchange rate of the Ukrainian hryvnia
and to forecast the dynamics of this rate based on the studied factors using Data Science technologies.

The purpose of this work is to study the peculiarities of the formation of the exchange rate of the Ukrainian hryvnia, the
characteristics of the influence of various external factors on this rate, and the creation of an effective forecasting model of the
Ukrainian national currency rate, based on a certain number of fundamental financial and economic factors that influence this rate.

Macroeconomic indicators that theoretically have an impact on the dynamics of the currency exchange rate were chosen to
build the model. Data on the exchange rate of the Ukrainian hryvnia to the US dollar and economic indicators for selected factors
were collected from 2010 to September 2022, During the implementation of the task, the collected data was processed, brought into
a uniform form, and normalized. Machine learning methods were used for regression modeling, specifically the XGBoost gradient
boosting method.

As a result, a retrospective forecast of the Ukrainian hryvnia exchange rate was obtained, based on factor variables, and
an estimate of the impact of each selected feature on the currency exchange rate was calculated. The scientific novelty of this work
lies in the application of modern machine learning methods and technologies for the analysis, modeling, and forecasting of the
exchange rate of the Ukrainian national currency.

The practical significance of this article lies in the possibility of using the proposed approaches to forecasting the exchange
rate of the Ukrainian hryvnia with the use of machine learning methods by all interested parties, including financial institutions of
Ukraine, to achieve stability of the national currency, which in turn will affect the development of the national economy as a whole
and the welfare of the population of the country.

Keywords: exchange rate, gradient boosting, regression analysis, machine learning, forecasting, Ukrainian hryvnia, Data
Science.

Bacwuis [IPUMMAK, Borzan BAPTKIB, Onsra FOJIYBHUK

JIpBiBCHKMI HalliOHANBHUIH yHIBepCcUTeT iMeHi [Bana ®paHka

IMPOTHO3YBAHHS BAJIIOTHOI'O KYPCY YKPAIHCHKOI I'PUBHI 3
BUKOPUCTAHHAM METOAIB MAIIMHHOI'O HABYHAHHA

Y parivi cTatTi OrmcaHo rMoHSTTS BaslOTHOIO KypCy Ta TUIIOJIONIO PIBHOMAHITHUX YUHHUKIB BI/MBY Ha HbOro. [106y40BaHO
6aratogakTopHy perpeciviny Moaeb A5 AOCTIIKEHHS BIUMBY (aKToOpIB Ha KypC YKPAIHCBKOI TpMBHI Ta CIIDOrHO30BaHO AUHAMIKY
LbOro Kypcy Ha OCHOBI AOC/IIAXKYBaHNX PAKTOPIB.

MeTtoro garHoi' poboTv € JOCTIKEHHS OCOG/IMBOCTEN (POPMYBAHHS BaJIOTHOMO KypCYy YKDPAIHCHKOI MpUBHI, XapakTEPUCTHIKE
BII/IMBY DIZHOMAHITHUX 30BHILLHIX (PAKTOPIB Ha LU KypC Ta CTBOPEHHS 3a Aoriomororo Data Science TexHo/0rivi eqoekTmsHoI Mogesni
MPOrHO3yBaHHS KypCy YKDAIHCbKOI HaLIlOHa/IbHOI Ba/mOTH, KA TPYHTYETHCS HA MEBHIU KITbKOCTI QyHAAMEHTA/IbHUX (DiHaHCOBO-
EKOHOMIYHUX PaKTOPIB BIUMBY Ha Lied KypC.

s nobynosu Mogesni 06paHo MaKpPOEKOHOMIYHI ITOK33HUKM, SKI TEOPETUYHO MAKOTh BIVIMB Ha AUHAMIKY Ba/llOTHOIO Kypcy.
A1 CTaTUCTNYHOO aHasizy Ta nogasibLioro MOAEOBAaHHS 3i6PaHO AaHI PO BasIlOTHMA KypC yKpaiHCbKoi rpmBHI 4o Aosapa CLUA Ta
EKOHOMIYHI ITOKa3HNKN A/15 06paHux GakTopHmux 03HaK 3a nepiog 3 2010 o BepeceHs 2022 pp. B xo4i peasnizauii nocrasieHoro
3aBAaHHs poBe[EHO 06PObKY, 3BEAEHHS A0 EANHOI popMu Ta HOPMATI3aLito 3iI6paHnXx AaHuX. /15 6e3r10CcepesHbOro MOAETIOBAaHHS
BUKOPUCTaHO METOAU MAELUMHHOIMO HaBYaHHS U151 3a4ayqi perpecii a came Metoq rpagieHTHoro 6yctvHry (XGBoost). B pesysnbrari
OTPUMAHO PETPOCTIEKTUBHII MPOrHO3 KYPCy YKPAIHCbKOI rpmBHI, 6a30BaHmi Ha QaKkToOPHUX 3MIHHUX [ PO3pPaxoBaHO OLIIHKY BI/NBY
KOXHOI BUBPAHOI 03HaKu Ha Ba/IIOTHUN KypC.

HaykoBa HOBMU3HA AaHOI pobOTY MONISIrae y 3aCTOCYBaHHI CyYacHux METORIB Ta TEXHOJIONN MALUMHHOMO HaBYaHHS 15
aHasizy, MOAE/IIOBaHHS Ta MPOrHO3yBaHHS KypCy YKPaIHCbKOI HALlIOHE/IbHOI Ba/IIOTH.

[IpaKTUYHE 3HAYUMICTB LIIET CTATTI MO/ISIaE Y MOX/IMBOCTI BUKOPHCTAHHS 3aITPONOHOBAHNX Y Hill 1iAX04iB 40 MpOrHo3yBaHHs
Ba/IlOTHOIrO KypCy YKDaIHCbKOI rpyBHI 3 3aCTOCYBaHHSAM METOAIB MALIMHHOMO HAaBYaHHS BCIMa 3aL{iKaB/IEHUMU CTOPOHaMM, 30KDEMA
QDIiHaHCOBUMY YCTaHOBaMu YKpaiHu, 334719 AOCIrHEHHS CTabl/IbHOCTI HALJIOHA/IbHOI MPOLLIOBOI O4MHNLY, LLO Yy CBOKO Yepry BIUMHE Ha
PO3BUTOK HALJIOH3/IbHOI EKOHOMIKY Y LII/IOMY Ta A06PO6YT HACEIEHHS AEPKABH.

Kito4oBi cr1oBa: Ba/mOTHMA Kypc, PagieHTHmi GYCTUHI, PErPECIHMA aHasli3, MAalUMHHE HaBYaHHS, POrHO3YBaHHS,
YKpaiHcbka rpusHs, Data Science.

Introduction

The exchange rate, despite being a measure of the value of the national currency expressed in monetary units
of other countries, is also an indicator of the domestic economic situation, reflecting the main trends in the
development of the national economy and influencing the redistribution of national income between countries.

Significant volatility in the national currency exchange rate can have negative consequences for export
potential, foreign trade, and the economy as a whole. Therefore, the key task of state regulation of the monetary system
in the conditions of a market economy is to study the factors that affect the exchange rate and react promptly to the
main trends in the economy to ensure its stability.
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Macroeconomic forecasting of economic indicators and processes, including forecasting of exchange rates,
is a complex task. There are currently no macroeconomic models that would have the functionality to make reliable
macroeconomic forecasts of economic development and the exchange rate of the national currency. Therefore, the
development of such models is always an important and relevant problem.

The article examines the peculiarities of the formation of the exchange rate and analyzes the impact of various
external factors on the exchange rate of the Ukrainian hryvnia. Using machine learning methods, a regression model,
namely the gradient boosting model (XgBoost), was built to study the impact of the given factors on the exchange
rate of the Ukrainian hryvnia. Modern Data Science technologies for data analysis and solving tasks of economic-
mathematical modeling and socio-economic forecasting are considered.

Related works

This work analyzes the works of Ukrainian scientists on the factors influencing the exchange rate in general,
and the exchange rate of the Ukrainian hryvnia in particular. The authors of scientific papers [1-3] define the concept
of exchange rate and classify the factors that influence its formation. In the work [4], the author presents theoretical
methods for predicting currency exchange rates. The basic principles of macroeconomic modeling and forecasting of
the exchange rate in Ukraine are studied in the monograph [5]. In scientific papers [6-9], the authors investigate the
factors influencing the formation of the exchange rate in Ukraine and analyze the degree of influence of various
indicators on the exchange rate of the Ukrainian hryvnia as an integral part of the national economy.

The author of the scientific article [10] considers the main directions of using Data Science algorithms in
central banks, including predicting macroeconomic and financial variables. The theoretical foundations of Data
Science technologies and their application in economic-mathematical modeling are described in works [11-13]. The
characteristics of machine learning algorithms for solving regression, classification, and forecasting tasks are
presented in articles [14-15]. The authors of scientific papers [16-18] describe the principle of the gradient boosting
modeling algorithm, its specificity, and the features of its application.

However, modeling and forecasting of the exchange rate are always relevant tasks, as new data appears every
day, and trends in the economy change. Therefore, the purpose of this work is to study the peculiarities of the formation
of the exchange rate of the Ukrainian hryvnia, the characteristics of the influence of various external factors on this
rate, and to create an effective model for predicting the exchange rate of the Ukrainian national currency using Data
Science technologies, based on fundamental financial and economic factors that affect it.

Presenting main material

The exchange rate is determined by the market interaction of demand and supply under conditions of perfect
competition, reflecting a complex set of factors that directly and indirectly affect the exchange rate of both the national
economy and international economic relations.

The multifactorial nature of the exchange rate reflects its connection with other economic categories, such as
value, price, money, interest rates, and more. In modern conditions, the exchange rate is formed under the influence
of demand and supply in the foreign exchange market, but along with the state of the balance of payments, its size is
influenced by a large number of other factors, such as the level and dynamics of inflation, the amount of money in
circulation, interest rates, GDP volumes, and growth rates, the level of development of the financial market, political
and psychological factors, and much more. As a result, the formation of the exchange rate at the present stage is
considered a multifactorial process. Modern researchers of the process of exchange rate formation group numerous
exchange rate factors according to certain characteristics. In particular, factors are divided into three groups:
fundamental, technical, and force majeure. Fundamental factors are key macroeconomic indicators of the state of the
national economy that affect foreign exchange market participants and the exchange rate level.

Figure 1 provides a more detailed demonstration of the variety of factors that influence the exchange rate.
Such a distribution is quite conditional because some components cannot be unequivocally attributed to a certain
group, as most of them are interrelated. However, this can facilitate the perception of the entire complex of components
forming the exchange rate of the currency.

Among the social and political factors, one can distinguish the political situation in the country, the level of
trust of the population in the banking system, the presence of a "black market," the level of financial literacy of the
population, and others. Additionally, to some extent, the psychological factor that shapes public attitudes based on
forecasts of currency exchange rates spread by rumors, forecasts, and speculation in the media, which generate
excitement in the currency market, also influences the exchange rate.

In the current conditions of an unstable economic situation, such a factor as speculative capital flows deserves
special attention. This factor can affect the dynamics of the exchange rate if the central bank tries to keep it at a certain
level against the action of market forces. If the exchange rate of a certain national currency tends to decrease, firms
and banks try to sell it in advance in exchange for more stable currencies, counting on conducting a reverse operation
at a lower rate after a certain period. The difference, therefore, forms speculative income. These operations
significantly weaken the exchange rate of the national currency [8].

A specific factor of influence is the technical analysis of the foreign exchange market, which is based on
predicting the exchange rate based on the quantitative analysis of available factors. Studying data on previous currency
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quotes allows us to identify certain patterns of currency formation and therefore show probable changes in exchange
rates in the future, both in terms of their directions, volumes, and speed. According to this concept, predicting future
levels of currency quotes depends on their dynamics in the past [4].

Factors affecting the exchange rate
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Fig. 1. Visualization of factors affecting the exchange rate

The components of the financial-economic factors influencing the exchange rate of the national currency
include the main macroeconomic indicators of the country's economy, such as the inflation rate, GDP, dynamics of
the money supply, various production indices, and many other indicators.

In addition to fundamental and technical factors, the impact of which can be somewhat predictable, there are
also force majeure factors that can make significant adjustments to the dynamics of the exchange rate. Such force
majeure factors include wars, outbreaks of epidemics, unforeseen financial and economic crises, natural disasters,
technological catastrophes, and so on. All these factors have a negative impact on the stability of the national currency,
as overcoming any problem requires significant resources.

To build a model for forecasting the exchange rate, the programming language Python was used. Python is a
high-level object-oriented programming language used for web application development, software development, and
machine learning. The Python software is presented in the form of models, which can be assembled into packages [19].

The Scikit-learn library was used for direct data analysis. It is a free machine learning software library for
the Python programming language that provides functionality for creating and training various classification,
regression, and clustering algorithms, and works in conjunction with NumPy. NumPy is an extension of the Python
language that adds support for large multi-dimensional arrays and matrices. The Pandas software library was used for
data manipulation. The Matplotlib and Seaborn libraries were used for two-dimensional or three-dimensional data
visualization, providing capabilities for building graphs, scatter plots, bar and pie charts, as well as animated images.

To build a regression model for predicting the exchange rate of the Ukrainian hryvnia, data was collected on
various financial and economic factors influencing the exchange rate over the period from 2010 to September 2022.
Specifically, the following features were used (the encrypted name of the feature is indicated in parentheses, which is
further used in the captions of the graphs and diagrams):

- Producer Price Index (PPI) — an indicator of the average level of wholesale price changes for raw
materials, materials, and intermediate goods sold by national producers;

- The Inflation Index, or Consumer Price Index (CPI) — is an indicator that characterizes changes in
the overall price level of goods and services that the population buys for non-production consumption. The model also
uses the Consumer Price Index for the corresponding month of the previous year (inflation_p) and the Consumer Price
Index for December of the previous year (inflation 12);

- Foreign Exchange Reserves (FX Reserves) — external highly liquid assets under the supervision of
the state (the National Bank of Ukraine and the Government of Ukraine);

- Gross Domestic Product per capita in US dollars (gdp_pers_usd);

- Unemployment rate (unemployment) — a quantitative indicator that is determined as the ratio of the
number of unemployed to the total number of the economically active working population of the country (region,
social group) and is measured in percentage;

- Consolidated Balance of Payments in US dollars (BOP) — a statistical report that provides systematic
information on the external economic operations of the country's residents with non-residents for a certain period;

- Real Wage Index (RSI) — an indicator that characterizes the change in the purchasing power of
nominal wages;

- Net Foreign Direct Investment (FDI) balance;

- State Budget performance balance (gov_budg) or budget deficit;

- Total State Debt in US dollars (state_debt usd);

- Balance of External Trade (int_trade) — the difference between exports and imports.
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The data was collected from open sources, namely the website of the State Statistics Service of Ukraine [20]
and the website of the Ministry of Finance [21]. The model also takes into account the factor of currency sales volume
on the interbank currency market of Ukraine (‘interbank’), data taken from the official website of the National Bank
of Ukraine [22]. Since information on currency sales volumes on the interbank market is provided daily, it was
summed up on a monthly basis to add to the table of data on other factors.

The official exchange rate of the Ukrainian hryvnia to the US dollar established by the National Bank of
Ukraine was taken as the resulting variable. Data on the exchange rate is also provided daily, so it was aggregated
monthly using a built-in function in Python. The dynamics of the Ukrainian hryvnia exchange rate for the studied
period are presented in Fig. 2.
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Fig.2. The official exchange rate of the Ukrainian hryvnia to the US dollar

After collecting the data and importing it into the Python programming environment, data processing was
carried out. Since some data, such as GDP per capita or unemployment rate, is provided annually, while the aggregated
balance of payments and the direct foreign investment balance are provided quarterly, there were many "empty" values
in this data set. To solve this task, polynomial interpolation was used. The peculiarity of this type of interpolation is
the construction of a polynomial P, (x) of a degree less than or equal to n, which takes values of f(x;) at the
interpolation nodes x, x4, ..., X,. The system of equations that determines the coefficients of such a polynomial has
the form:

P(x) = ag+ ayx; + apx? + -+ apx = f(x),i=01,..,n )

The statistics for the numerical columns (count, mean, standard deviation, minimum, maximum, and
quantiles) are shown in Figure 3.
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Fig. 3. The statistics for the numerical columns of the input data

In Figure 4, a correlation matrix of relationships between factors is presented (warmer colors indicate stronger
relationships). By analyzing this matrix, we can observe the correlation between factors and the resulting feature.
There is a strong negative correlation between the exchange rate and the volume of currency sales in the interbank
foreign exchange market of Ukraine. It is also worth noting a fairly strong relationship between the resulting feature
and the level of government debt. The exchange rate has a moderate correlation with factors such as the unemployment
rate and foreign trade balance (both negative).
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Fig. 4. The correlation matrix of relationships between the factors

To ensure that machine learning algorithms can work correctly with data, it is necessary to normalize them.
Data normalization can be done simply by scaling them into a certain range (usually from 0 to 1), if their distribution
is similar to a Gaussian distribution. In cases where the data is not normally distributed, normalization is advisable. A
normal distribution of data improves the numerical stability of the model and can speed up the model training process
[23].

Using the Seaborn library for data visualization, histograms were constructed for each feature to look at the
data distribution. For features that did not have a bell-shaped curve distribution, normalization was performed using
the Box-Cox power transformation method [24]. Examples of normalization for some of the factor variables are
demonstrated in Figures 5-7.
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Fig. 5. Normalization of data distribution for the "state_debt_usd" indicator
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Fig. 6. Normalization of data distribution for the “unemployment” indicator
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Fig. 7. Normalization of data distribution for the “inflation_p” indicator

For other features that have a similar bell-shaped distribution, standardization was performed to bring the
scale of the input data into one range. This task was performed using the MinMaxScaler function (formula 2), which
scaled the data into a range of 0 to 1.

X— Xmin

X = )

Xmax—Xmin

To decode the data later, two separate scalers were used for X (predictor variables) and Y (target variable).

The next step in data processing was the detection and handling of outliers, as they can negatively affect
statistical analysis and the process of training a machine learning algorithm, leading to a decrease in accuracy. An
outlier is an observation in the data set that is far from the rest of the observations. This means that the outlier is
significantly larger or smaller than the other values in the set. Outliers for the given features can be seen in the
histograms of the data distribution. Outliers can also be conveniently identified using box plots.
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Figure 8 shows box plots for four indicators, with points that are outliers and do not fall within the range of
other observations, meaning they are not close to the quartiles. To remove these outliers, a function was written that
sets them equal to a certain quartile, which is manually selected.
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Fig. 8. Visualization of the distribution of variable values using box plots for four factors

Figure 9 shows box plots of the same factor variables, but after outliers have been corrected. As can be seen,
there is no longer such a strong data spread.
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Fig. 9. Visualization of the distribution of variable values using box plots after outlier correction

The model was built using the Extreme Gradient Boosting (XGBoost) method, which is a scalable machine
learning library with distributed decision trees and gradient boosting. It is a leading machine learning library for
regression, classification, and ranking tasks. Decision trees create a model that predicts a label by evaluating decision
tree questions about the if-then-else function, true/false, and evaluating the minimum number of questions needed to
estimate the probability of making the correct decision. Gradient Boosted Decision Trees (GBDT) is a decision tree
ensemble learning algorithm similar to random forests for classification and regression. Ensemble learning algorithms
combine multiple machine learning algorithms to obtain a better model. Gradient boosting is an extension of boosting,
where the process of additive generation of weak models is formalized as a gradient descent algorithm over the target
function. Gradient boosting sets target outcomes for the next model to minimize errors. The target outcomes for each
case are based on the error gradient (hence the name gradient boosting) concerning the prediction. The final prediction
is the weighted sum of all tree predictions.

XGBoost is a scalable and high-precision implementation of gradient boosting that extends the boundaries
of computational power for enhanced tree-like algorithms, mainly designed to improve the productivity of machine
learning models and computation speed. With XGBoost, trees are built in parallel, adhering to a level-wise strategy,
scanning gradient values, and using these partial sums to evaluate the splitting quality at each possible split in the
training set.

Modeling with XGBoost begins with model training, which was conducted based on 86% of the input data.
Mean absolute error and mean squared error functions were used to evaluate the model's adequacy.

The mean_absolute_error function calculates the average absolute error, a risk metric that corresponds to the
expected value of the absolute error or loss norm.

A sam 85_1 ~
MAE(y,§) = ——— Yol — 5], 3)

Nsamples =0

where ¥, — is the predicting value of i-sample and y; — is the corresponding truth value.
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The mean_squared error function calculates the mean squared error, a risk metric corresponding to the
expected value of the squared error or loss:

~ 1 samples—1 -~
MSE(y,9) = el (VR AL @)

Nsamples

where ¥, — is the predicting value of i-sample and y; — is the corresponding truth value.

As a result of constructing a gradient boosting model, the following results were obtained: the MAE and
MSE indicators are 0.0560 and 0.0100, respectively. The prediction errors turned out to be quite low, which means
that the model adequately predicts the exchange rate of the Ukrainian hryvnia given the specified factors.

The next stage of our research was to determine the importance of the selected factors on the exchange rate
of the Ukrainian hryvnia. Figure 10 shows the factor importance indices for the model. As can be seen, the most
important factor for the exchange rate of the Ukrainian hryvnia, based on this model, is the level of inflation,
specifically the consumer price index for the corresponding month of the previous year (the importance coefficient is
close to 0.5). Inflationary processes in the country lead to a decrease in purchasing power and a tendency for the
national currency to fall against currencies in countries where inflation is lower. The factor of GDP per capita also has
a significant impact: the higher the GDP growth rate, the higher the demand for the national currency and therefore a
higher exchange rate. The next factors, whose importance coefficients exceed 0.1, are the unemployment rate and the
country's government debt; an increase in these indicators has a negative impact on the national economy and,
accordingly, on the exchange rate of the national currency. The volume of gold and foreign exchange reserves also
plays a role in determining the exchange rate, if a country does not have sufficient resources to support the exchange
rate, it becomes more vulnerable to speculative attacks. Additionally, the factor of international trade to some extent
determines the demand for the national currency. The influence of other factors included in this model is somewhat
less significant.

interbank
inflation

EEN important

inflation_p
inflation_12
int_trade
state_debt_usd
gov_budg
fdi
rsi
bop
unemployment
gdp_pers_usd
fx_reserves
ppi

00 01 02 03 04 05

index

Fig.10. Coefficients of the importance of factors for the model

The final stage of our calculations is to make a forecast for the exchange rate of the Ukrainian hryvnia. Figure
11 shows retrospective forecast values of the exchange rate of the Ukrainian hryvnia for comparison with the real
values. The real exchange rate is represented by the blue color on the diagram, while the forecast is represented by the
red color.
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Fig. 11. Chart of the Ukrainian hryvnia exchange rate and retrospective chart of the forecast

MDKHAPO/IHUI HAYKOBUI XKYPHAJL . 81
«KOMIT’IOTEPHI CUCTEMHU TA IH®OOPMANIUHI TEXHOJIOTI'TI», 2023, Ne 1



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Analyzing the chart, we can conclude that in 2021 the retrospective forecast corresponded to the main trends
and moved in parallel directions with the real exchange rate, indicating the adequacy of the model. However, in 2022,
force majeure factors came to the fore, which cannot be predicted, and even if possible, the impact on the economy of
the country and the exchange rate, including the economic-mathematical models used, cannot be estimated. As of the
beginning of 2022, the financial and economic indicators of Ukraine did not show negative trends that could have
caused an increase in the exchange rate of the Ukrainian hryvnia against the US dollar, but the Russian invasion and
the beginning of full-scale war caused a colossal destructive impact on the economy of Ukraine and the national
currency exchange rate in particular. Since the model is trained on historical data that did not contain such
unprecedented events, or so-called "black swans," the forecast data obtained from our calculations do not correspond
to the actual data. At this stage of computer modeling development, it is still difficult to predict such incidents, let
alone the impact of such extraordinary events on the economy of the country and the exchange rate of the national
currency in particular.

Conclusions

As studies have shown, it is possible to analyze, model, and forecast the exchange rate of a national currency
in a country without force majeure circumstances using machine learning methods based on a pre-built multifactor
regression dependence of this rate on macroeconomic factors. The results of the retrospective forecast of the Ukrainian
hryvnia exchange rate confirmed the high accuracy and effectiveness of the proposed method of forecasting this rate.
In 2021, the retrospective forecast corresponded to the main trends and moved in parallel directions with the real rate,
indicating the adequacy of the developed model. Under stable political conditions and projected socio-economic
development, this model is likely to predict certain fluctuations in the Ukrainian hryvnia exchange rate. The scientific
results obtained in the work regarding the proposed approaches to forecasting the national currency exchange rate
using machine learning methods should be used in practice by all interested parties, including financial institutions of
Ukraine, to achieve stability of the national currency, which in turn will affect the development of the national
economy as a whole and the welfare of the population of the country. In the process of further research, the proposed
approach to forecasting the country's exchange rate can be improved by adding additional factors that affect this rate
to the considered model.
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