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Monitoring and analyzing the state of harvest in an apple orchard is essential for efficient horticulture. Unmanned aerial
vehicles (UAV5s) have been increasingly used for this purpose due to their ability to capture high-resolution images and videos of the
orchard from different perspectives. However, synchronizing the video streams from multiple UAVs in real-time presents a significant
challenge. The traditional controller-worker architecture used for video stream synchronization is prone to latency issues, which can
negatively impact the accuracy of the monitoring system. To address this issue, the authors propose a decentralized method using a
consensus algorithm that allows the group of UAVs to synchronize their video streams in real time without relying on a centralized
controller device. The proposed method also addresses the challenges of limited network connectivity and environmental factors,
such as wind and sunlight. The automated system that utilizes the proposed method was tested in an actual apple orchard. The
experimental results show that the proposed approach achieves real-time video stream synchronization with minimal latency and high
accuracy. As such, the SSIM index varies from 0.79 to 0.92, with an average value of 0.87, and the PSNR index — varies from 22 to
39, which indicates the decent quality of the received information from combined images. Meanwhile, the effectiveness of the
developed system with the proposed approach was proven, which is confirmed by a high average value of 82.69% of the reliability
Iindicator of detecting and calculating the number of fruit fruits and a low average level of type I (14.67%) and II (18.33%) errors.
Overall, the proposed method provides a more reliable and efficient approach to real-time video stream synchronization in an apple
orchard, which can significantly improve the monitoring and management of apple orchards.

Keywords: real-time video stream, synchronization, image stitching, apple orchard, unmanned aerial vehicles, decentralized
approach.

Onekcangp MEJIbBHUYEHKO

XMeJNbHUIBKUH HalliOHAIBHUH YHIBEPCUTET

METO/I CUHXPOHI3AIII BIZIEOIIOTOKIB B PEXKUMI PEAJIBHOI'O YACY B
POBOYOMY CEPEAOBUIII ABJIYHEBOI'O CAQY

MOHITOPUHI Ta aHa/I3 CTaHy BPOXaNHOCTI B S6/1YHEBOMY CaAy € BAX/MBUMU [V15 34IMICHEHHS] €QEKTUBHOMO CafAlBHULTBA.
be3ninoTHi nitanbHi anapamv (BI/IA) yce YacTile BUKODHCTOBYIOTECA U151 LifEi METY 3aBASKY IXHIV 34aTHOCTI 3HIMATV 306paeHHs Ta
BIAE0 BUCOKOI PO34i/IbHOI 34aTHOCTI cagy 3 pi3HuX paKypcis. O4HaK CUHXPOHI3AaL[ BIAEOMNOTOKIB I3 Kiflbkox BbIT/IA B peasibHoOMy 4acl
MOXE CrPUYUHSTU HUZKY TEXHIYHNX rpo6/ieM. TaK, TpaanuiviHa apXitekTypa yrpas/iiHHg rpyrnolo bIIA rig Ha3Bow <«KOHTPO/IED-
npayiBHuK», SIKa BUKOPUCTOBYETLCS A/1S CUMHXPOHIB3ALI BIAEOMNOTOKY, CXWIbHAa A0 Mpob/IeM 3 3aTPUMKOIO, LUO MOXE HeratuBHO
BIVIMHYTU HAa TOYHICTE CUCTEMU MOHITOpUHIY. TOMYy, [/1S BUPILIEHHS [104I6HOI rpo6iemy, y Ui po6OTI [POMOHYETC
JELEHTPal30BaHmi METO4 I3 BUKOPUCTAHHSAM KOHCEHCYCHOro anaroputmy, skuvi fae 3mory rpyri BITIA cuHxpoHi3yBatv cBoOi
BIICOMOTOKN B PEXUMI DEASILHOMO Yacy 6e3 Or/1S4y Ha LEHTPAas30BaHmi npUCTpivi KepyBaHHS. 3arporoHOBaHmi METO4 TaKoxX
BUPILLIYE POG/IEMI OBMEXEHOIO IMIAKIIIOYEHHS O MEPEXT Ta BPAXOBYE HEraTUBHMN BIUIMB YUHHUKIB HABKOJMLLHBOIO CEPEJOBULLAE,
TaKuX K rOpmBH BITPY Ta BUCOKY XMapHICTb. Po3pob/ieHa aBTOMaT30BaHa CUCTEME, LYO IPYHTYETLCS HA 3aIPOrIOHOBaHOMY METOA,
MOXKE rpaLioBaTv B CEPEAOBULILAX [3 HU3LKUM DIBHEM MIAK/TIOYEHHS Ta CrPaB/IATUCS 3 MPobeMamu, MoBA3aHUMU I3 YUHHNKaMU
poboHoro cepefosmLya @GPyKToBOro cagdy. Y pesy/ibTati MpOBEAEHHS EKCIIEPUMEHTA/IbHUX AOC/KEHb HAL aBTOMAaTU30BAHOK
CUCTEMOIKO BCTAHOBJIEHO, LU0 3arpOrOHOBaHMA iAxi4 3a6E3Meyye CUHXPOHIZaLII0 BIJEONOTOKY B PEasibHOMY Yaci 3 MiHIMa/IbHOK
3aTPUMKOIO Ta BUCOKOK TOYHICTIO. 30KPEME, OLIIHKa CUHXPOHI3aLii BIAEONOTOKIB 3a iHAEKcoM SSIM komBaeTbcs Big 0,79 zo 0,92 i3
cepegHim 3HaqeHHsM 0,87, a 3a iHaekcom PSNR — Big 22 10 39, 1o cBia4YnTb rpo BUCOKY eEKTUBHICTL pobOTH PO3PO6/IEHOI cyucTemu
3 BIAEOIOTOKaMU Ta BUCOKOKO SIKICTIO OTPUMAHOI iH@OPMALITi 3 KOMOIHOBaHNX 306paxkeHb. 3apa3om 6y/10 JOBEAEHO EpEKTUBHICTE
PO3PO6TIEHOI cCTEMY (3 3arIPOrIOHOBaHMUM [TIAX040M, YO IIATBEDMIKYETLCS BUCOKUM CEDEAHIM 3HAYEHHIM 82,69 % rokasHuKka
AOCTOBIPHOCTI BUSIB/IEHHS SOJTYK Ta HU3bKUM CEDEAHIM piBHEM rnoxnbok I (14,67 %) 1a II (18,33 %) pogy. 3ara/ioM 3arporoHoBaHmi
meToq 3abe3reqye OiflbLL HaaIiHMA Ta eQeKTUBHMI IMAXIA A0 CUHXDOHI3AaLII BIAEOMOTOKY B peasibHOMY Yaci B I6/TyHEBOMY Cafy, L0
MOXKE 3Ha4YHO MOKPALUNTH MOHITOPUHI Ta yripas/liHHS S0/TyHEBUMM CaaaMH.

Ki1to40Bi c/i0Ba. BIAEOMOTIK y PEa/IbHOMY Yaci, CUHXPOHI3aLIS, 06 €4HAaHHS 306paxeHs, S6/1yHEBIN casl, 6E3MIIOTHI /IiTa/lbHI
anapatv, AEeLEHTPa308aHmi rigxia.

Introduction

Apple orchards often face numerous challenges, including pest infestations, weather changes, disease
outbreaks, and labor shortages. These challenges can lead to reduced crop yields, increased costs, and even crop failure
[1]. Furthermore, traditional methods of monitoring and managing orchards [2], such as manual inspection, can be
time-consuming, labor-intensive, and often yield incomplete or inaccurate information.

To address these challenges, there is a growing need for implementing information technologies in apple
orchards. Using technologies such as drones, sensors, and computer vision can provide real-time data on crop health,
soil moisture, temperature, and other factors impacting fruit growth and yield [3, 4]. This data can be used to optimize
fruit management strategies, such as targeted irrigation, pest control, and automatic detection and calculation of the
amount of harvest that may increase fruit yields and reduce costs.

Specifically, monitoring and analyzing the growth and condition of apples in a fruit orchard is essential for
effective orchard management. Unmanned aerial vehicles (UAVs) have been increasingly used for this purpose due
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to their ability to capture high-resolution images and videos of the orchard from different perspectives [4]. However,
synchronizing the video streams from multiple UAVs in real-time presents a significant challenge [5].

The problem of real-time video stream synchronization from UAVs in the working environment of an apple
orchard is the focus of many recent kinds of research. The main challenge arises from UAVs being in constant motion
and subject to various environmental factors, such as wind and sunlight [5, 6]. Weather conditions cause significant
variations in the captured video streams, making it difficult to align them accurately in real-time.

Related works

Over the past decade, researchers have proposed several methods for real-time video stream synchronization
from UAVs in the working environment of an apple orchard. One approach uses a controller-worker architecture [7],
where one UAV is designated as the controller, and the other UA Vs are designated as workers [8]. The controller
UAYV generates a synchronization signal transmitted to the worker UAVs through a wireless connection [9]. The
worker UAVs then adjust their internal clocks to match the controller UAV, ensuring that all UAVs are synchronized.

Another approach [10] is to use visual odometry, which is a technique for estimating the motion of a vehicle
by analyzing the changes in the images captured by its camera. In other work [11], each UAV is equipped with a
visual odometry system that estimates its motion in real time. The estimated motion is then used to align the UAV
video streams. One of the challenges in using visual odometry is the accuracy of the motion estimation, which can be
affected by various factors such as camera calibration, image noise, and scene complexity. To address this challenge,
researchers have proposed various techniques for improving the accuracy of visual odometry, such as using multiple
sensors [12] and incorporating deep learning algorithms [13].

Some researchers have also proposed using sensor fusion to synchronize the video streams from multiple
UAVs, like in [14]. In another study [15], each UAV has multiple sensors, such as GPS, inertial measurement units,
and magnetometers. Such approaches employ advanced algorithms to fuse the sensor data to estimate the position and
orientation of each UAV in real time, yet commonly with low accuracy. In this case, the estimated position and
orientation are then used to align the video streams captured by the UAVs.

Overall, the problem of real-time video stream synchronization from UAVs in the working environment of
an apple orchard is a challenging research problem with significant implications for orchard management. Accurately
synchronizing the video streams from multiple UAVs can enable more accurate tracking of the growth and condition
of apple trees [16], leading to improved crop yield optimization. Additionally, the proposed methods for real-time
video stream synchronization from UAVs have applications beyond apple orchards and can be applied in other
dynamic environments where real-time video stream synchronization is essential.

Problem statement

From the literature review, it was observed that traditional approaches to video stream synchronization rely
on using a centralized controller-worker architecture [17], where one device acts as a controller, and the other devices
act as workers. However, this architecture is prone to latency issues, which can result in delays in video stream
synchronization and negatively impact the accuracy of the monitoring system. Additionally, the working environment
of an apple orchard presents additional challenges, such as limited network connectivity and environmental factors,
such as wind and sunlight, which can further exacerbate latency issues and make real-time video stream
synchronization more challenging.

Therefore, there is a need for a new method of real-time video stream synchronization in the working
environment of an apple orchard that can effectively address the challenges posed by multiple UAVs and
environmental factors. This method should be reliable, efficient, and able to synchronize video streams in real-time
with minimal latency while also being able to operate in low-connectivity environments and handle the challenges
posed by environmental factors. Such a method would significantly improve the monitoring and management of apple
orchards, allowing for more accurate and efficient decision-making.

Method of real-time video stream synchronization

The automated multi-level system proposed for detecting and calculating the number of similar structural
objects by a group of UAVs utilizes multiple hardware devices to capture video sequences of the target objects. This
unique feature enables the system to efficiently process and analyze a large number of video streams in real time. The
proposed system can be used in various applications, such as monitoring agricultural fields, detecting structural
damage in buildings, and assessing disaster areas.

Synchronizing video streams from multiple UAVs can be complicated due to various factors, such as the type
of video cameras used, speed differences in receiving video streams, and distorted or missing video streams.
Differences in flight characteristics and video capture methods between UAVs from different manufacturers can also
negatively affect the detection quality and accuracy of structural object calculations. To address these problems, this
study proposes a new method for real-time video stream synchronization. The method involves merging video
sequences obtained from each drone in a group during an operational mission into a single image of a fruit tree to
prevent issues with receiving video sequences. The proposed method is implemented through several software blocks
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combined into a single information system to create a behavioral signature, detect, and calculate the number of
structural objects representing apples on trees. The method is depicted in fig. 1.
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Fig. 1. The scheme of the method of real-time synchronization of video streams

The method consists of the following main components:

1. Block I: unit for adjusting the speed of transmission of video streams. While conducting a software mission
in the working area, the group of UAVs generates video sequences that are transmitted over the network to the
detection software module. However, these sequences enter the module at different times, which can be due to several
factors, such as fluctuations in the network connection, the type of cameras used by the UAVs, and the speed at which
the drones move in the working area, among others.

Given the characteristics of the video stream flow in the work environment, the speed adjustment unit
constructs a software framework that incorporates mechanisms to process the transmission speed of video streams and
establishes the functionality of halting and receiving a video stream. When the block for adjusting the transmission
speed of a video stream transitions to the «waitingy state, it guarantees the reception of all video streams from each
UAV simultaneously.

The block’s generated software structure includes the following features [18]: 1) an identifier specific to the
drone, 2) bytes set of the video frame, 3) the video sequence’s frame rate, 4) the time of the speed correction block
receiving the video frame from the drone, and 5) coding format of the video frame. When block completes its task, it
transitions to the «execution» state and delivers the generated multiple program structures to the next execution block.

2. Block 2: synchronization of video streams in time. The functioning of this block is based on the quantity
of program structure sets received from the preceding block responsible for the speed correction of video streams.
Initially, the video stream synchronization block inspects the number of program structure sets and processes the
following scenarios accordingly:
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2.1. A critical state is triggered if the number of program structure sets received by the synchronization block
does not match the number of drones. The block then generates a request to retrieve the most recently saved program
structure from the database of merged video frames. If the database contains the requested program structure, it is sent
to the self-recovery module upon request. However, if the requested program structure is not in the database, a critical
request is immediately issued to terminate the operation since it suggests that the UAV group failed to complete its
mission. First, the video frame fusion unit checks the equivalence of the generation time of a set of program data
structures. Performing a characteristic time check ensures the integrity of the generated data while creating one
program data structure.

2.2.If video streams are successfully synchronized, the behavioral signature transitions to the “video
sequence storyboarding” state. However, each drone may have different hardware that encodes video frames
differently. Therefore, to ensure the unit can detect and calculate structural objects, the frames are converted into a
single software format as an image. A derivative unit is developed that decodes the video frames into the required
system format and creates program structures. The decoding time is recorded and added to the structure. As a result,
the output of this block is a set of program structures that act as input data for the next block, which merges the video
frames.

3. Block 3: Unit for merging video frames. To ensure that the software objects used by the neural network
have accurate geometric parameters, video frames captured by drones at various heights and angles are transformed
using algebraic image transformation algorithms. The video cameras used by drones from different manufacturers
have varying capture widths, and the weather conditions in the working environment can affect the camera’s stability
and distort the visual area. The dynamic nature of the working environment means that weather conditions and wind
gusts can change during the UAV group’s mission. Fig. 2 shows a diagram of the execution process of the video frame
fusion block.

DNIAODAd AWVHA OFAIA

DETECTION AND
COMPUTATION

COMPUTED NUMBER OF
STRUCTURAL OBIECTS

VIDEO FRAME MERGING

Fig. 2. Process diagram of the video frame fusion unit
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The video frames undergo further transformation through the following steps:

Step I: The interlaced video frame represented by a set of bytes is converted into a file. The software
mechanisms then check the file’s metadata, including file type, geometry, color space, resolution, and channel depth,
by determining the file’s signatures.

1.1) The set of images obtained in Step 1 is then corrected for rotation angle using an affine transformation,
resulting in transformed video frames with coinciding geometric feature values.

1.2) The converted images are then sent to the software merge function.

Step 2: The corrected images are merged into a single image by fusing them.

2.1) The merged image may contain graphical artifacts, such as overexposed or underexposed areas and
varying depth of field between frames. To address this issue, a software filter defined in the system is applied to mask
the transitions between the frames. This filtering ensures that the merged video frames appear as a single image
without noticeable transitions and with transparent edges.

2.2) The software compression engine receives the filtered video frames.

2.3) The video frame compression process involves an affine transformation that relies on the geometric
transformation parameters of the neural network algorithms’ input data. Since the video frames captured by the UAVs
are rectangular, the compression mechanism converts them to a square shape for maximum efficiency in detecting
and calculating the number of structural objects. This step results in a set of video frames ready for merging.

2.4) The set of prepared video frames from step 2.3) is then passed to the software fusion function.

2.5. Merging multiple video frames into one complete image produces a matrix-type object program data
structure. Each element of the matrix corresponds to the color code value of a single graphic pixel. This matrix forms
a continuous representation of a fruit tree, where all the single video frames from different drones combine into one
image.

2.6) The data obtained in step 2.5) is then stored in the internal database of merged video frames.

2.7) The matrix software data structure is sent to the software module responsible for detecting and
calculating the number of structural objects with similar characteristics.

The successful execution of the video frame fusion block results in a program data structure represented by
a matrix of color codes. The fusion unit incorporates a functionality element that stores merged video frames in the
internal database, which ensures system integrity in the event of a critical failure. The video frame fusion unit uses
image conversion mechanisms to automatically process all video streams received during the UAV group’s program
mission. The system can identify critical failures that distort the data structure’s integrity and store them in an error
log to prevent their use as input parameters for further processing. Therefore, the video stream synchronization
component ensures data integrity and prevents the system from processing distorted information.

Experimental results
The structural similarity index (SSIM) and the peak visual signal-to-noise ratio (PSNR) index [19] were used
to evaluate the effectiveness of the real-time video stream synchronization method that is proposed in this work.
The SSIM index is formalized as follows

(2n,1,+C)(20,+C,)
(ui+ui+Cl)(af+o"5+C2) ’

SSIM = (D

where p . and p, are the mean values of pixels in the input and merged images, respectively, ol and o)
are the standard deviations of pixels in the input and merged images, respectively, o, is the covariance between

pixels in both images, C, and C, are constant values that allow stabilizing the resulting value of the formula.
The PSNR index is formalized by the formula

MAX?
PSNR =10log,, | ———L |,
gm[ VSE J 2

where MAX, is the maximum pixel value in the original image /;

m—=1 n-1

MSE=—Y">[1(i,/)~K(i./)]

mn -y j=o

where [ is a set of three original images of total mxn pixels, K is the mxn merged images.
Achieving the efficiency of video stream synchronization according to (1) consists of obtaining a value from
0.5 to 1, considered a high-efficiency value; at the same time, an SSIM value in the range of 0 to 0.49 indicates
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ineffective synchronization. Formula (2) represents the degree of quality of the image obtained because of the merging
operation; the value of the PSNR index is calculated as the ratio between the maximum possible power of the visual
signal and the noise present in the image; the higher the value, the better the quality of the received image.

Table 1 shows the results of the video stream synchronization module of the automated system implementing
the corresponding method for a stream of 12 consecutive groups of video frames randomly selected for testing; each
group contains three video frames obtained from three UAVs, which are further combined into one image.

Table 1
The study outcomes of the efficiency of the video stream synchronization method
achieved by the UAV group.
Index .Of a merged SSIM PSNR Index .of a merged SSIM PSNR
image image
1 0.90 35.20 7 0.86 31.43
2 0.45 27.22 8 0.47 27.87
3 0.72 37.50 9 0.90 30.12
4 0.85 29.11 10 0.83 31.54
5 0.87 36.90 11 0.52 28.91
6 0.91 39.10 12 0.86 30.36

From table 1, SSIM performance ranges from 0.79 to 0.92, with an average value of 0.87. At the same time,
images for which the value of the SSIM index is less than 0.50 are considered distorted by the system. Currently, those
merged images with a PSNR index value greater than 30 are considered high quality; at the same time, PSNR values
less than 30 indicate low image quality, which may be caused by external factors of the working environment (strong
gusts of wind, precipitation, etc.).

If the current image has an SSIM index value less than 0.50, and the SSIM index value is less than 30, then
this image will be considered distorted by the system and will therefore be discarded and will not go to the next module
of detecting and calculating the number of structural objects.

In order to evaluate the practical validity of the proposed method, we applied an object detector [20] to the
merged images to identify and classify apples that appear on the trees. A comparison of the estimates of the types I
and II errors obtained by the UAV group during experiments under different weather conditions is shown in fig. 3.

Evaluation of the error rate

0,3 0,26
0,25 0,22
0,2 0,18

0,14
0,15 0,11

0.1 0,08

0,05

Sunny Gloomy High shading
Type I error Type Il error

Fig. 3. Comparing the evaluation of errors made by the UAV group in various weather conditions

Fig. 3 demonstrates that the quality of fruit recognition in natural conditions is heavily influenced by weather
factors and the presence of shading caused by other trees in the target work zones. These factors, in combination with
visual noise such as leaves and tree branches, make it challenging to identify and track target objects in real-time
dynamics. This is mainly due to the limited coverage angle of UAV cameras.

The conducted experiments confirmed the effectiveness of using a group of UAVs as part of an automated
system for flying over an orchard in various weather conditions. The results showed that under sunny and overcast
conditions with soft shade, the system had high accuracy and reliability with type I and II errors at 8% and 11%,
respectively; under sunny conditions, and 14% and 18%, respectively; under cloudy weather. However, the errors
were higher at 22% and 26% under highly shaded conditions, respectively. It is important to note that the presence of
visual noise in the orchard, such as fruits being covered by leaves and branches, means that the UAV group and the
automated system cannot achieve 100% efficiency in natural conditions, which is a promising area for further research.

An experimental study was conducted to evaluate the effectiveness of the developed automated system in
detecting and calculating the number of fruits in natural conditions. The evaluation criteria included: a) the E index to
determine the effectiveness of automatic route determination for the UAV group, b) the accuracy indicators for fruit
detection and type I and II errors, and c) the indicators for the effectiveness of real-time synchronization of video
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frames SSIM and PSNR. The results of the experiments showed that the developed automated system is efficient, as
evidenced by a high-reliability indicator of 82.69% on average for detecting and calculating the number of fruits.

Conclusions

The developed automated system with the proposed method can detect and count apples in real time in an
orchard. Specifically, the system can receive multiple video frames in real-time from several UAV cameras,
synchronize these video frames with each other into one informational data structure, and optimize image quality to
improve the detection of apples. The system’s video stream synchronization is evaluated based on the SSIM index,
which ranges from 0.79 to 0.92 with an average value of 0.87, and the PSNR index, which ranges from 22 to 39. These
results indicate the system’s high efficiency with video streams and the decent quality of the information received
from combined images. Moreover, the effectiveness of the developed automated system was confirmed by a high
average value of 82.69% of the reliability indicator of detecting and calculating the number of fruit fruits and a low
average level of type I (14.67%) and II (18.33%) errors.

Further research will be conducted to explore the potential of integrating deep learning algorithms into the
system to improve the accuracy and efficiency of image processing.
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