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ANALYSIS OF WORD SEARCH ALGORITHMS IN THE DICTIONARIES OF
MACHINE TRANSLATION SYSTEMS FOR ARTIFICIAL LANGUAGES

The main goal of the project is the analysis of word search algorithms in the dictionary for machine translation systems.

To achieve the goal, the following tasks were solved:

- analysis of shortcomings of the proposed and developed artificial language machine transiation system;

- improvement of the dictionarfes included in the proposed system of machine translation of artificial languages, thanks to
the algorithms of searching for words of n-grams and Knuth-Morice-Pratt;

- implementation of the possibility of using the prepared dictionary for transiation;

- analysis of the impact of implemented improvements to word search methods on search accuracy, choice of dictionary
structure, and search time.

The paper is devoted to the development of an organizational model of the machine translation system of artificial
languages. The main goal is the analysis of word search algorithms in the dictionary, which are significant elements of the developed
machine translation system at the stage of improvement of new dictionaries created on the basis of already existing dictionaries. In
the course of the work was developed a model of the machine translation system, created dictionaries based on texts and based on
already existing dictionaries using augmentation methods such as back translation and crossover; improved dictionary based on
algorithms of n-grams, Knuth-Morris-Pratt and word search in the text (such as binary search, tree search, root decomposition search).
In addition, the work implements the possibility of using the prepared dictionary for translation. The obtained results can improve
existing systems of machine translation of the text of artificial languages. Namely, to reduce the operating time by approximately 20
times when switching from the balanced tree algorithm to other logarithmic algorithms. The practical significance of this work is the
analysis and improvement of text augmentation algorithms using algorithms of binary search, hashes, search tree, and root
decomposition.
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Onecs BAPKOBCBKA, Aaron TABPAIIIEHKO

XapKiBCchKHIT HAIlIOHAIBHUH YHIBEPCUTET Pai0eIeKTPOHIKH

AHAJII3 AJITOPUTMIB ITOIIYKY CJIB JJIs1 3ACTOCYBAHHSA B CUCTEMAX
MAIIMWMHHOTI'O HEPEKJIAAY IITYYHUX MOB

OCHOBHOIO METOFO MPOEKTY € aHasii3 a/irOPUTMIB OLYKY C/IB Y CJIOBHUKY A/151 CUCTEM MALUMHHOIO MEPEKIIEAY.

19 AOCArHEHHS METU BY/IN BUPILLIEH] HACTYITHI 3aBAaHHS.

- aHa/li3 HEZOTIKIB 3arporioHOBAHOI Ta pO3pPO6/IEHOI CUCTEMYU MALLMHHOIO NEPEKIIAAY LUTYYHOI MOBY,

- YAOCKOH&/IEHHSI CJIOBHUKIB, 1O BXOASATb AO CKIGAY 3aIPOIIOHOBAHOI CUCTEMU MALLUMHHOIO IMEPEKIEAY LTYYHUX MOB,
3aBASKN a/iropUTMaM roLyKy ciis n-rpamm 1a KHyra-Mopica-lparra,

- peasi3auiss MOX/IMBOCTI BUKOPUCTAHHS ITi4rOTOB/IEHOrO C/IOBHUKA A/19 NEPEKTIa[y,

- aHasli3 BImBY BIIPOBAMIKEHUX YAOCKOHA/IEHb METOAIB MOLLYKY C/IIB HA TOYHICTL MOLLYKY, BUOID CTDYKTYPU C/IOBHUKE Ta
4ac 1oLyKy.

Pobota npucssyeHa po3pobLi oprarizaliviHoi MOAEI CUCTEMU MALLMHHOIO MEPEKTIAY LTYYHNUX MOB.[ O/IOBHOKO METOK €
aHasi3 a/iropuUTMIB MOLLYKY C/I0Ba B C/IOBHUK, SIKI € 3HAYYLUNMU €/1EMEHTaMY PO3POBIIEHOI CUCTEMU MALLUMHHOIO MEPEKIaAY Ha eTarl
B/OCKOHA/IEHHSI CTBOPEHUX HOBUX C/TIOBHUKIB Ha OCHOBI BXKE ICHYHOYMX C/IOBHUKIB. B X04/ BUKOHaHHS poboTv bysia po3pobrieHa MoJes b
CUCTEMU MALLMHHOIO MEPEKIIAAY, CTBOPEHI C/IOBHUKU HA OCHOBI TEKCTIB Ta HA OCHOBI BXKE [CHYOYMNX C/IOBHUKIB METOAAMY ayrMEHTaLli
TaKUMK, SIK 3BOPOTHIY MEpeKsial 1@ KPOCOBED, BAOCKOHA/IEHO CTBOPEHMY C/IOBHUK Ha OCHOBI anroputMis n-rpamm, KHyta-Mopica-
[patra 1a nowwyKy CiB y TEKCTi (Takux, Sk GIHapHWI MoLyK, MOLWYK B AEPEBI, MOWYK B KOPEHEBIU AekomonLlii). OKpiM Toro, B
PO6OTI  peasnizoBaHa MOX/MBICTL BUKOPUCTaHHS [AroTOB/IEHOrO C/IOBHUKY A/ Nepeknasy.  OTpuMaHi pesysibTatv MOXyTb
TIOKPALYUTH [CHYIOYI CUCTEMU MALUMHHOIO MEPEKIAAY TEKCTY LUTYHYHUX MOB. A came — 3MEHLUNTY 4ac poboTy ripnb/msHo y 20 pasis
npy Nepexosi Big a/roputMy 36a/1aHCOBaHOIro AEPEBA A0 IHLUMX SIOrapU@MidHNX airopuTMiB. [pakTUYHOK 3HAaYYLLICTIO AaHOI poboTn
€ aHasli3 Ta MOKPALYEHHS a/IrOPUTMIB ayrMEHTAaLi TEKCTY 3a AOMOMOIro aaroputmis 6IHaPHOIo MoLLyKy, XeLUB, AEPEBA MOLYKY,
KOPeHeBOI EKOMITO3ULII].

KImto40Bi ¢/10Ba: NEPEKNas, npepiKcHe AEPEBO, C/IOBHUK, LTYYHA MOBA, XELl, GIHAPHMV MOLLYK, AEDEBO MOLIYKY

Introduction

Machine translation (MT) — technology of automated translation of texts (written and spoken) from one
natural language to another using a computer; the direction of scientific research related to the construction of
automated translation systems [1,3].

At a basic level, the job of computer translation programs is to replace words or phrases from one language
with words or phrases from another. However, the problem arises that such a replacement cannot provide a high-
quality translation of the text, because it requires the definition and recognition of words and entire phrases from the
original language. This encourages active researches in the field of computational linguistics.

Machine translation is one of the subgroups of computational linguistics that studies the use of software to
translate text from one language to another [4,6]. At the initial level, MT performs the usual replacement of words
from one language for words from another language, but usually the translation made in this way is not very high-
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quality, because in order to fully convey the meaning of the sentence and find the closest analogue in the "target"
language) — to the language required by the translator, it is often necessary to translate an entire phrase. Commonly
machine translation divided on 4 methods (Figure 1).

Methods of
machine
translation

Rule-based machine translation Hybrid machine translation

~
=

Neural machine translation

0,2 g‘f
B -

(before 2016) Apertium

Statistical machine translation

Smniscien

SYSTRAN

Fig. 1. Methods of machine translations

Let's take a closer look at statistical machine translation.

Statistical machine translation is a type of machine translation of text based on the comparison of large volumes
of language pairs. Language pairs - texts containing sentences in one language and corresponding sentences in another
can be both variants of writing two sentences by a person - a native speaker of two languages - and a set of sentences
and their translations performed by a person. Thus, statistical machine translation has the property of "self-learning".
The more language pairs the program has at its disposal and the more precisely they correspond to each other, the
better the result of statistical machine translation [7,9].

Table 1
Comparison of translation methods
Criterion for comparison | Statistical machine | Neural machine | Rule-based machine | Hybrid machine
translation translation translation translation

Translation speed

It takes the least amount
of time

It takes a lot of time

It takes a lot of time

It takes the most time

Translation quality

High

The best

High

Quite high

Extensibility

There is a possibility of
expansion

There is a possibility of
expansion

There is a possibility of
expansion, but it is more
difficult than in other
algorithms

There is a possibility of
expansion, but it is more
difficult than in other
algorithms

The first ideas of statistical machine translation were presented by Warren Weaver in 1949, including the ideas
of information theory applications of Claude Shannon. Statistical machine translation was reintroduced in the late
1980s and early 1990s by researchers at IBM's Thomas J. Watson Research Center and has contributed to a significant
resurgence of interest in machine translation in recent years. Before the introduction of neural machine translation, it
was by far the most researched method of machine translation [10,12].

In verbal translation, the basic unit of translation is a word of a certain natural language. As a rule, the number
of words in translated sentences varies due to complex words, morphology and idioms. The ratio of the length of
sequences of translated words is called fertility, which shows how many foreign words each native word creates.
Information theory necessarily assumes that everyone embraces the same concept. In practice, this is not quite the
case. For example, the English word corner can be translated into Spanish as rincon or esquina, depending on whether
it means inside or outside corner.

We compare all methods according to such parameters as translation speed, quality and extensibility
(Table 1).

After the comparison, we can conclude that each of the types of machine translation can be supported, but
the best are neural and hybrid machine translation, which are currently used most often.

Related works
An example of a word-based translation system (Figure 2) is the freely available package GIZA++ (GPLed),
which includes a tutorial for IBM models, HMM models, and Model 6 [13].
Verbal translation is not widely used today; phrasal systems are more common. Most phrase-based systems
still use GIZA++ for corpus matching. Alignment is used to highlight phrases or derive syntactic rules. And matching
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words in double text is still a hotly debated issue in the community. Due to the prevalence of GIZA++, there are now
several distributed implementations of it online.

In phrase-based translation, the goal is to reduce the limitations of word-based translation by translating
whole sequences of words where the length can vary. Sequences of words are called blocks or phrases, but usually
they are not linguistic phrases, but phrases found using statistical methods from corpora. It is shown that restricting
phrases to language phrases (syntactically motivated groups of words) reduces the quality of translation.[14].

Input word Output word
Dictionary

Fig.2. Diagram of the translation system based on words

The selected phrases are then displayed next to each other based on the phrase translation table and can be
changed. This table can be learned from word alignment or directly from a parallel corpus.

Syntax-based translation is based on the idea of translating syntactic units rather than individual words or
word strings (as in phrase-based MT), i.e. (partial) analysis of sentence/utterance trees. The idea of syntax-based
translation is quite old in MT, although its statistical counterpart did not become widespread until the advent of strong
stochastic parsers in the 1990s. Examples of this approach include DOP-based MT and, more recently, synchronous
context-free grammars. Syntactic unit is always a combination that has at least two constituents (Figure 3). The basic
syntactic units are a word-group, a clause, a sentence, and a text [15]. Their main features are:

-they are hierarchical units — the units of a lower level serve the building material for the units of a higher
level;

-as all language units the syntactic units are of two-fold nature;

-they are of communicative and non-communicative nature — word-groups and clauses are of non-
communicative nature while sentences and texts are of communicative nature.

=

e m=n

Fig.3. Example of syntactic units

Another example of a statistical machine translator is Google Translate from 2006 to 2016.

Google Translate did not apply grammar rules because its algorithms were based on statistical or pattern
analysis rather than traditional rule-based analysis. The system's creator, Franz Josef Och, criticized the effectiveness
of rule-based algorithms in favor of statistical approaches. The original versions of Google Translate were based on
the statistical machine translation method, or rather, on the research of Och, who won the DARPA competition for
high-speed machine translation in 2003. Och was the head of Google's machine translation team.

A solid foundation for developing a usable statistical machine translation system for a new language pair
from scratch would consist of a bilingual text corpus (or parallel collection) of over 150-200 million words and two
monolingual corpora of over a billion words each. Statistical models from this data are then used to translate between
these languages.

To get such a huge amount of linguistic data, Google used documents and transcripts of the United Nations
(UN) and the European Parliament. The UN usually publishes documents in all six official UN languages, creating a
very large 6-language corpus.

Google representatives participated in internal conferences in Japan where they requested bilingual data from
researchers (Figure 4).
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Use of UN and European
Parliament documents and Conferences in Japan
transcripts in six languages

The JRC-Acquis Multilingual
Parallel Corpus

Fig.4. Chronology of the organization of linguistic corpora for the operation of the Google Translate system

When Google Translate generates a translation suggestion, it looks for patterns in hundreds of millions of
documents to help choose the best translation. By detecting patterns in documents that have already been translated
by translators, Google Translate makes educated guesses (Al) about what the correct translation should be.

Until October 2007, for languages other than Arabic, Chinese, and Russian, Google Translate was based on
SYSTRAN, a software engine still used by several other online translation services, such as Babel Fish (now defunct).
Since October 2007, Google Translate has used its own technology based on statistical machine translation, and then
switched to neural machine translation.

Also, Google Translate did not have the ability to translate directly from certain languages. For the translation
of some languages, translations were made into English, which were then translated into the required language. For
example, for a translation from Ukrainian, the text was translated into Russian, after which it was translated into
English. After these translations, the obtained result was translated into the required language.

In systems that use dictionaries, searching for words is an actual problem, because depending on the selected
search algorithm, it will be necessary to change the type of dictionary that will store words. For example, binary search
or two pointers cannot be used on an unordered dictionary. We compare the complexity (in Big O notation) of
algorithms on different operations with dictionaries (Table 2).

Table 2
Comparison of methods in Big O notation

Binary Hash table Binary tree Prefix tree 2 instructions Sqrt Normal

search decomposition search
Creating a NlogN N*M NMlogN N*M NlogN NlogN N
dictionary
Combining two N P NMlogN M*K N N N
dictionaries
Adding a new N M MiogN M N N 1
word
Word search logN 1 MlogN M N Sqrt(N) N
Memory used N*M N*M+P N*M M*K N*M (N +sqrt(N)) N*M

*M

Where N is the number of words in the dictionary, M is the average word length, P is the hashing module .

As we can see, each of the algorithms has its advantages and disadvantages. If you need to make an
application as quickly as possible, and the running time or occupied memory are not important, then it is best to use a
balanced tree, because it is usually already implemented in programming languages. For example, std::map in C++ or
dictionary in Python.

For fast search if there are no memory limitations, we can use hashing combined with binary search, which
will give a good performance boost.

If you need to find words often, and we can afford to use a complex structure, it is recommended to use the
Bohr method, which will allow you to quickly add words and quickly find them in a time close to the length of a word.
But when using a large alphabet, the method loses its power.

Main goal and tasks of the research

The main goal of the project is the analysis of word search algorithms in the dictionary for machine translation
systems.

To achieve the goal, the following tasks must be solved:

- analysis of shortcomings of the proposed and developed artificial language machine translation system [16];

- improvement of the dictionaries included in the proposed system of machine translation of artificial
languages, thanks to the algorithms of searching for words of n-grams and Knuth-Morice-Pratt[17];

- implementation of the possibility of using the prepared dictionary for translation [18];

- analysis of the impact of implemented improvements to word search methods on search accuracy, choice
of dictionary structure, and search time.
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Experiments
Detailed model of the proposed machine translation system , which is the basis for conducting research and
analyzing the impact of data volume on runtime, was proposed in [19].
The system[20] model includes the following modules: a module for generating dictionaries based on input
texts, a module for generating dictionaries based on dictionaries of other languages; and a translator program for
translating texts with the help of dictionaries(Figure 5).

Dictionaries Meth Ods Gf im proving Dictionaries

_— 1

dictionaries Translator

Knuth-Morris-Pratt algorithm 2-way Word ?’eamh
N-gram improvement algorithms

Dictionaries types

Fig.5. Interaction of components

For a translator to work quickly, you need to be able to quickly find a word in the dictionary. Consider such
search methods as binary search, prefix tree, two pointers, balanced tree, root decomposition, and full traversal.

Since our dictionaries are sorted, we can apply the binary search method quite easily.

Binary search is an algorithm for finding a given value in an ordered array, which consists in comparing the
middle element of the array with the desired value, and repeating the algorithm for one or the other half, depending
on the result of the comparison.

This method will help us find the necessary information quite quickly, but will not provide additional
information that can be used later.

After the experiments, the following results were obtained (Table 3). We can see that the time increases
proportionally with a large amount of input data, and the algorithm is quite efficient.

Table 3
Results of the running time of the binary search algorithm
Size of input data (number of 1076 3*10"6 1077 3*10M7 1078
words)
Operating time (seconds) 0 1 5 11 41

For the two-pointer method, you need to use the following idea. For each pair of words, you need to make a
query from the second dictionary. Since the dictionary is already sorted, for a quick search for words, you need to sort
the queries and then use the following idea.

Since the words are sorted, if one word in the list is lexicographically larger than the second word in another list,
then all the words following it are also larger than the selected word. Therefore, if we put pointers at the beginning of both
lists, and move the one that is lexicographically smaller, we will not miss a single pair of words. Since each word occurs
only once in the dictionary, and not always in the queries, if the words are equal, the pointer will move in the query list.

After the experiments, the following results were obtained (Table 4). From this experiment, one can see that
the time increases proportionally with a large amount of input data, and the algorithm is quite efficient.

Table 4
Results of the running time of the algorithm of two pointers
Size of input data (number of 1076 3*1076 1077 3*10M7 1018
words)
Operating time (seconds) 0 1 5 17 63

However, with a large number of words, the algorithm slightly loses to binary search. This is possibly related
to the implementation of the algorithm, because with large data, even a small constant in the complexity can increase
the real time of the algorithm many times, although the complexity of both is the same.
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For the next experiment, we used the Prefix tree method. The use of the Prefix tree method was described
in detail in [19], so in this work we will only use the obtained results for comparison (Table 5).

Table 5
Results of the running time of the improved prefix tree
Size of input data (number of 1076 3*10"6 1077 3*10M7 1018
words)
Operating time (seconds) 0 1 3 10 33

Hashing algorithm is the next researched algorithm. For this algorithm, we will generate a hash function from
each line, and distribute all the words by it, after which the obtained results will be searched by binary search.
However, for our testing, let's eliminate the second part and just look at the speed of hashing for our strings.

Table 6
Results of the running time of the hashing algorithm
Size of input data (number of 1076 3*10%6 1077 3*10M7 1018
words)
Operating time (seconds) 0 0 0 2 6

From this experiment, we can see that hashing takes quite a bit of time, but it cannot be the only method of
finding words, since two different strings can have the same hashes, and there will be false positives. This algorithm
will allow you to mix the search area, but will increase the required amount of memory, which can be critical with a
large amount of input data, so it should be used only when necessary (Table 6).

A balanced tree in the general sense of the word is a type of binary search tree that automatically maintains
its height, that is, the number of levels of vertices under the root is minimal.

For this algorithm, we will use a modification of the usual map, where the keys will be our lines.

After the experiments, the following results were obtained (Table 7).

Table 7
Results of the running time of the balanced tree algorithm
Size of input data (number of 106 3*10%6 1077 3*1077 1078
words)
Operating time (seconds) 2 11 40 153 579

From this experiment, we can see that the time with a large amount of input data is very high compared to
other algorithms. Since the algorithm has the same O(N*logN) complexity as the others, this is a rather unexpected
result. Since we use a string as a key, their comparison takes quite a lot of time, which leads to such time consumption.
However, can we say that the algorithm is not working at all? To do this, let's compare it with those that will have a
worse difficulty, and compare it with them.

For the next algorithm, we used SQRT decomposition. Unlike the previous ones, it will have worse
complexity. We will use the sqrt decomposition algorithm. To do this, in the sorted array, we will select the words

that are in the positions 0, \/; R 2\/; ,.., 1 containing approximately the root of n words, where n is the number of

words in the list. Since the entire list has been sorted, the list selected in this way will also be sorted. Then, after
comparing the input word with each of the words in the list, we can find the root of the length of the list of comparisons,
on which the searched word can be found. Since we chose words with a different root between them, the length of the
found subsegment will be equal to the root of n. Thus, for two roots of the length of the list of comparisons, we can
find our word. After the experiments, the results were obtained (Table 8).

Table 8
Results of the running time of the sqrt decomposition algorithm
Size of input data (number of 106 3*10"6 1077 3*10°7 1078
words)
Operating time (seconds) 45 225 1464 9516* 60000*

Since with the input data size of 10"7 words, the working time approaches 25 minutes, it was decided not to
conduct an experiment for larger data, but to find the approximate working time of the algorithm. As you can see, the
last experiment will take more than 16 hours of time, which is certainly not possible within the scope of this research.

It is clear that within the framework of this problem, the first thing you can do is simply to fulfill the condition,
and for each of the words iterate over every other word — it is so called full search.. Since it will be quite long, instead
of conducting an experiment, we will calculate the expected time of the algorithm. As a basis, we will take the
operating time of the root decomposition algorithm, since it is the closest to it, and multiply it by the root of the size
of the input data.
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This is possible because the real time of the algorithm is equal to the number of commands that the algorithm
will execute, divided by the frequency of the processor, or multiplied by the execution time of one command. Since
we are calculating for the same processor, when one is divided by another, this value will decrease, and the ratio of

the number of commands will be proportional to the complexity. Since n’/ n\/; = \/; , we can multiply the root
decomposition result by the root of the input data. After the calculations, the following results were obtained (Table 9).

Table 9
Results of the running time of the quadratic search algorithm
Size of input data (number | 1076 3*10"6 10%7 3*10n7 1078
of words)
Working hours (hours) 12.5 108 1286 14478 19 years old

From this experiment we can see that in order to process a large amount of data, we need to use at least some
algorithms that will improve the usual choice of correspondence for each of the words
To compare the algorithms, we will summarize all the data obtained during the experiments into a common table
(Table 10, Figures 6,7).

Table 10
Comparison of algorithms
Size of input data (number of | 106 3*10"6 1077 3*10M7 1078
words)
Binary search 0 1 5 11 41
Two pointers 0 1 5 17 63
Prefix tree 1 3 8 4* 12*
Improved Prefix tree 0 1 3 10 33
Hashing 0 0 0 2 6
A balanced tree 2 11 40 153 579
Root decomposition 45 225 1464 9516** 60000**
Full search 12.5 hours | 108 hours** 1286h** 14478 hours 19 years old
*% *% *%

*-The data was executed on a tree built on 10"6 words instead of the required ones.
**_Estimated expected working time.

After all experiments, it is clear that fast algorithms must be used for big data. The best choice would be
either an improved boric, which works better with small alphabets, or a binary search, because they are fast and don't
have the problem of false positives. The worst among the logarithmic algorithms is the balanced tree, so it is possible
to use any other logarithmic algorithm depending on other factors, such as reliability, memory, and dictionary
structure.

Graphs on Figure 6a and 6b show the runtime dependency on number of words in the dictionary. On Figure
6a one can see grey line, that corresponds to balanced tree algorithm. This graph was added to make the result obtained
more demonstrative. But since it is difficult to analyze other results, Figure 6b shows the same dependencies, but
without the balanced tree algorithm.

Time, sec

Time, sec 65
&0
55

50

40

Number
S0 0 I'

— words
0 |l — 0

0 10000000 30000000 50000000 70000000 10000000¢ 0 10000000 30000000  S0000000 70000000 10006000¢

a) b)
Fig.6. Comparative graph of the runtime dependency on number of words in the dictionary for logarithmic algorithms: two pointers
algorithm — red line; binary search algorithm- blue line; improved prefix tree algorithm — violet line; hashing algorithm- green line;
prefix tree algorithm- brown line; balanced tree - grey line.
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Conclusions

In the course of the work, an analysis of the machine text translation system for artificial languages and the
augmentation methods used in it was carried out.

The method of storing dictionaries was improved using the following methods: storing words in the order in
which they are presented; storing words in alphabetical order; balanced tree; hash table; root decomposition; prefix
tree.

In addition, the methods of searching for elements in the dictionary were analyzed, such as quadratic search,
root decomposition, prefix tree, two pointers, binary search and hashing. As a result, hashing, prefix tree and binary
search showed the best result. Each of which has its own drawbacks, and we cannot clearly indicate the best method.
The use of these methods made it possible to increase the speed of work on a large amount of data compared to a
conventional search from several years to tens of seconds. This made it possible to use the translator on large volumes
of text. When switching from the balanced tree algorithm to other logarithmic algorithms, the running time decreased
by about 20 times.

The model has quite a high potential for use in cases where there are no conventional translators. With a
growing number of languages, this problem may worsen, as the number of translators cannot grow at the same rate.
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