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In today's digital society, information technology plays a crucial role in supporting decision-making in the development of
national security policy. The growing number of criminals and the expanding range of crimes they commit, observed around the
world, pose serious risks to the personal safety of citizens, internal security of the country and international security. Advanced
technologies are transforming the functioning of the criminal justice system, penitentiary system and police. The use of intelligent
technologies to optimize the work of criminal justice agencies is the basis of the concept of "smart criminal justice". Computer models
are used to support crime investigation, automate court proceedings, identify potentially dangerous individuals and predict crimes.

This paper is a part of the research on the development of information and analytical support for a decision support system
in criminal justice. This paper presents a new analytical approach to criminal profiling. The empirical analysis was conducted on the
basis of real data from criminal records of 13010 prisoners serving their sentences in penitentiary institutions of Ukraine. The k-means
clustering technique was used to identify significant indicators (individual characteristics of prisoners) that determine the propensity
of convicts to commit repeated criminal offenses. The built computer model can explain the connection between the propensity of
convicts to recidivate and the following elements of the offender’s profile: the number of previous convictions, age at the time of the
first conviction, the presence of suspended sentences and early release.

The judicial system needs to understand such non-obvious relationships to effectively prevent and solve criminal offenses.
The developed computer model can be applied to new datasets and ensure the elimination of subjectivity and bias.

Keywords: decision-making support, machine learning; criminal profiling, k-means clustering, recidivism, information,
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Omxera KOBAJIBUYK

3axigHOYKpaTHCHKUH HaIllOHAJBHUIN YHIBEpPCHTET

KJIACTEPHA MOJEJIb MAIIIMHHOT'O HABYAHHSA IJ1A HNIATPUMKH
MPUHAHSTTA PINIEHD Y KPUMIHAJIBHOMY IIPABOCY IJII

Y cyqacHomy ungpoBoMy CyCriiyibCTBI iHGOPMALIVIHI TEXHO/IONT BIAIparOTh BUPILLIA/IbHY POJIb Y MIATDMMLUI PMAHSTTS PillieHb
npyu @QopmMyBarHHI HaLioHa/IbHOI MONIITUKN 6E3MEKN. 3POCTaHHI KifIbKOCTI 3/I0YUHLIIB Ta POILLIMPEHHS CIIEKTPY CKOEHMX HIUMU 3/I04HHIB,
O CIIOCTEPIraETbCA 110 BCbOMY CBITY, CKIAAAE CEPUO3IHI PUBNKU /15 OCOBUCTOI 6E3IEK IPOM3ASH, BHYTPILLHBOI 6e3r1eku Kpaikn Ta
MDKHapoAHOI 6e3riexu. [1epeqosi TEXHOIOTIT TPaHCEHOPMYIOTL QPYHKLIOHYBAHHS CUCTEMU KDUMIHA/IbHOIO IPaBOCY.AAS, MEHITEHLIapHOI
cuctemu 1a rosiilii. BUKOPUCTaHHS HTENEKTYabHUX TEXHO/IONN A/19 ONTUMIZaLii pOBOTH OpraHiB KpUMIHasIbHOI OCTULIT € OCHOBOKO
KOHLENLii CTBOPEHHS PO3YMHOI0 KpUMIHAILHOro rpasocysan”. s migTpuMku po3C/iiAyBaHHS 3/104MHIB, aBToMaTu3alii CyA0Bux
npoyecis, igeHTUQIkaLii MOTEHLIIMHO HEGE3MEYHNX OCI6 Ta NepesbayeHHs 3/104MHIB 33CTOCOBYIOTE KOMITIOTEDHI MOJE,

[lpescrasnera poboTa € YacTUHOK JOCITIAKEHDL 3 TUTaHb PO3POBKHN [HPOPMALIIHO-GHAIITUYHOMO 3a6E3M1EYEHHS CUCTEMU
MATDUMKU  IPMAHSTTS DILUEHE Y KDUMIHABHMA 10CTULT. Y LIbOMY [AOKYMEHTI IPEACTABIEHO HOBUU aHamitudHmi rnigxig Ao
KDUMIHA/IBHOIO MPOGITTIOBAHHS. EMITIDUYHNY aHA/I3 MPOBEJEHO HAa OCHOBI PEAsTbHUX AGHUX KPUMIHA/IbHUX 3armciB 13010 yB SG3HeHux,
SKi BiAOYBAarOTL MOKAPAHHS ¥ MEHITEHLIIBPHNUX 3aK/1aAax YKpaiHn. BUKODUCTAHO TEXHIKY KAacTeEpM3aLlii K CEPEAHIX A/11 BUIHAYEHHS
3HAYYINX HANKATOPIB (THAMBIAYATIbHUX XAPAKTEPUCTUK YBAIHEHUX), SIKI BU3HAYEIOTb CXWIBHICTL 3aCYKEHUX [0 BYUHEHHS
[10BTOPHUX KPUMIHE/IbHUX 3/T0YMHIB. [To6YyA0BaHa KOMITIOTEPHa MOAETL MOXE 0SCHUTH 3B 30K MK CXW/IbHICTIO 3aCYMKEHNX 4O
KDUMIHA/IBHOIO peumanBy Ta HacTyrmHUMu €IEMEHTaMU PO JT0YMHLS: KIILKICTIO MONEPEAHIX CYAUMOCTEY, BIKOM Ha MOMEHT
IEPLLIOrO 3aCy/DKEHHS, HasIBHICTIO YMOBHUX CyAUMOCTEN Ta AOCTPOKOBUX 3Bi/IbHEHS.

CyaoBa cucrema roTpebye Po3yMiHHS TaKUX HEOYEBUAHUX B3AEMO3BA3KIB A/151 EPEKTUBHOIrO 3arobiraHHs1 1@ pPoKpUTTS
KPUMIHATIBHUX 3/104MHIB. PO3pobiieHa KOMIIIOTEPHA MOAE/b MOXE ByTu 3aCTOCOBaHa A0 HOBUX HAbOopiB fAaHux Ta 3abe3rneynti
YCYHEHHS CYO EKTUBHOCTI Ta YITEPEAXKEHOCTI.

KimoyoBi ¢/10Ba: MATPUMKE MPMAHATTS PILLIEHBE, MALMHHE HABYaHHS, KPUMIHA/IbHE MPOQIIoBaHHs], Kiacrepuzayis k-
cepesHix, peunanBizM, iHGOPMALIIHO-aHa/IITUYHE 336E31eHYEHHS

Introduction

The efficiency of the internal security system is an integral aspect of the country's external security,
international security in general and attracts the attention of many politicians and officials. The effectiveness of the
criminal justice system is increasingly the subject of discussion in academic circles. The justice of legal decisions is
causing more and more disputes in society, as a part of the judicial system is under pressure from the government and
politics. Thus, as the number of prisoners grows rapidly, it is logical that the police and justice authorities increasingly
use decision-support systems to support decision-making processes. A decision support system (DSS) is an interactive
computer system designed to support various activities when making decisions on unstructured and semi-structured
decision problems. Such a system has the ability to work with interactive requests [1].

Most decision support systems, used in criminal justice (decision support systems in justice, DSSJ), are based
on machine learning systems that use algorithms capable of learning from previous data and making predictions [2].
This increases the predictive probability of committing repeated criminal offenses, which is much more effective than
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the analysis of significant factors affecting the propensity of criminals to recidivism in each individual case. In
addition, such computer algorithms are devoid of bias and subjectivity. Information systems that use such algorithms
can provide reliable support for decision-making regarding the assessment of the risks of committing repeated criminal
offenses by individuals and contribute to the improvement of the effectiveness of intelligent policing.

With the increase in the range of tasks that are solved with the help of DSSJ, the requirements for their use
are increasing. Information technologies are constantly being improved. However, their application to support the
decision-making process concerning the safety of the individual and society, the freedom and even the life of a person
who may be falsely accused, imposes high requirements on the accuracy, reliability, and transparency of algorithms.
The results of using such computer models should be comparable and verified on a large number of cases. The use of
decision-making systems in the criminal justice system should help reduce the level of crime, and increase the level
of personal safety of citizens and the safety of society.

Related works

The effectiveness of the use of DSS, and computer technologies, in particular big data and machine learning,
in policing and the criminal justice system is one of the important and debatable topics in scientific literature today.
B. Simmler studied the degree of distribution, implementation possibilities, technical features, institutional
implementation and psychological aspects of the use of algorithms in the criminal justice system on the example of
Switzerland [3]. O. Doyle studied the issue of efficiency in applying the DSS for reducing the level of crime [4]. A.
Zavrsnik studied the influence of big data, algorithmic analytics, and machine learning tools on knowledge production
in criminal justice settings [5]. B. Benbouzid conducted a detailed analysis of the content of predictive policing
applications [6]. R. Berk assessed the risks of using artificial intelligence in law enforcement agencies [7]. S. Brayne
studied the problems of using big data by law enforcement agencies [8]. M. Cavelty reviewed various analytical tools
used in Switzerland to identify the recursive and non-linear relationship between security policy and technologies
such as predictive policing, artificial intelligence and spyware [9]. S. Egbert et al investigated crime forecasting
technologies based on data analysis and algorithmic detection of patterns, which are used to prevent criminal offenses
as clements of preventive strategies in German-speaking countries [10]. A. Sandhu and P. Fussey analyzed the
advantages of predictive policing, focused on the automation of police decisions, and the ability of predictive computer
software to neutralize the subjectivity of police work [11]. B. Cheng et al. applied the FP-growth algorithm to find
association rules between criminals and innocent people in order to identify persons suspected of crimes. [12]. K.
Kotsoglou et al. investigated the possibilities of automated facial recognition for identifying suspects in order to
facilitate the detection of crimes and eliminate false convictions [13]. A. Rummens et al. evaluated the effect of
changing the spatio-temporal parameters of the predictive police model on the effectiveness of crime prediction based
on data on apartment burglaries in a large city in Belgium [14]. M. Simmler et al. presented and discussed
recommendations for assessing the usefulness and legitimacy of technical innovations in the criminal justice system
[15]. P. Ugwudike conducted a critical analysis of the relationship between race and the use of risk prediction
technologies used in justice systems in Western jurisdictions such as the UK and the USA. [16]. F. Miro-Llinares
established that the complexity of an algorithmic tool can cause misunderstanding of the decision-making process by
users [17]. R. Yu et al. used longitudinal convictions data from district courts and assessed recidivism rates among
individuals released from Swedish prisons in three security levels [18].

The use of a DSSJ has both advantages and disadvantages, which have not yet been sufficiently explored in
scientific and legal circles. In addition, each country has specific features of development, validation, and use of DSS
for the implementation of smart policing and smart criminal justice. In Ukraine, the implementation of the concept of
implementing complex DSS for criminal justice is only at the stage of development and testing. Therefore, complex,
multifaceted research in this field at the national level is expedient.

Research Methodology

This work is a continuation of a series of studies on the problems of applying quantitative methods and tools
to support decision-making in criminal justice. Section 3.1 presents the main results obtained in previous research.
Section 3.2 presents the descriptions of the dataset, attributes and attribute values used in the analysis. Section 3.3
presents a new analytical approach to criminal profiling — applying a cluster model to determine significant indicators
(individual characteristics of prisoners) of criminal recidivism.

The previous results

In the previous articles, we obtained the following results:

1. The machine learning models (Generalized Linear Model, Deep Learning, Decision Tree, Random Forest,
Gradient Boosted Trees, and Support Vector Machine) were built for predicting the propensity of convicts to commit
criminal recidivism. It was found that the presence of conditional convictions and the number of convictions to the
actual punishment are significant factors that affect the tendency of customers of penitentiary institutions to commit
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repeated criminal offenses in the future. Decision Trees models for the classification of convicts into "prone" and
"non-prone" to recidivism were built [19].

2. The scoring model was created to assess the risk of repeated criminal offenses by convicts based on their
individual statistical and dynamic characteristics. An optimal model based on Machine Learning systems was built to
determine important factors that influence the propensity of convicted criminals to repeat criminal offenses and
prisoners with a high level of recidivism [20]

3. The logistic regression model to predict the probability of convicted criminal recidivism in the future
was built based on the analysis of individual characteristics of prisoners. It has been proven that age at the time of the
first conviction, type of employment at the time of conviction, number of suspended convictions, number of minor
crimes, number of crimes of medium gravity, and availability of early dismissals are determinants of the propensity
of prisoners to criminal recidivism [21].

4. Applied the associative rule mining for the extract correlations and co-occurrences between the historical
crime information of convicted. An associative rule mining model was built to search for non-obvious interesting
connections between historical crime information of convicted and repeated offenses. The frequent item sets, which
are combinations of individual characteristics of prisoners who commit criminal recidivism, and the strong association
rules have been revealed. It was established that early dismissals and suspended convictions are the significant factors
that cause the risk of recidivism [22].

5. Using the statistical survival analysis we computed the probability of the accused confessing to the
commission of a criminal offense at a specific stage of the duration of the investigation. Assessment and forecasting
of the risks of admitting guilt in committing criminal offenses under conditions of incomplete data was carried out.
The Kaplan-Meier model was built for calculating the chances of obtaining evidence of a confession after the end of
the trial in criminal proceedings. Created the Cox regression model to establish the relationship between the stages of
the pre-trial investigation, at which the accused gives a confession, with the duration of the investigation and the
method of prosecution (a crime committed by one person or a crime committed by a group of persons) [23].

The formation of reliable information and analytical support for complex DSSJ requires multi-faceted
research and the construction of various effective models, the results of which confirm previously obtained
assessments.

Data selection and description

It is a comprehensive case study of a unique real-world of 13,010 criminal convicted dataset. Our study uses
data on individual statistical and dynamic characteristics of prisoners serving their sentences in penitentiary
institutions of Ukraine (Table 1).

Table 1
The crime records data
Attribute Value Meaning
Recidivism 1 yes
0 no
Sex 1 male
2 female
1 to 18 years
Age 2 from 18 to 30 years
3 from 30 to 45 years
4 older than 45 years
1 to 18 years
2 from 18 to 30 years
Agel (age at the time of the first conviction (to the actual | 3 from 30 to 45 years
degree of punishment)) 4 older than 45 years
Age? (age at the time of the first conviction (conditional or | 1 to 18 years
actual sentence)) 2 from 18 to 30 years
3 from 30 to 45 years
4 older than 45 years
Marital status L smg[e
2 married
0 incomplete secondary
1 secondary
Education 2 special secondary
3 incomplete higher
4 higher
Place of residence (place of residence to the actual degree of | 0 rural area
punishment) 1 urban area
Type o_f employment (type_ of employment at the time of 2 ggftTFrLc;yed
conviction (up to actual punishment)) 2 full-time
Early dismissals (availability of early dismissals) 2 ;(e)s
Motivation for dismissal 0 no
1 yes
Suspended convictions number of suspended convictions
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Criminal profiling strategy

One of the decision-support strategies in criminal proceedings is criminal profiling [24]. A criminal profile
is a set of conclusions about the qualities of a person responsible for committing a crime or a series of crimes. To date,
there is no single effective method of forming accurate, substantiated conclusions regarding criminal profiling. In this
work, we used one of the methods of intelligent data analysis to create typical criminal profiles of convicts. The k-
means method [25] was used for clustering convicts (distribution into relatively homogeneous groups) according to
their individual characteristics. The empirical analysis was carried out in the RapidMiner predictive analytics
environment [26]. To create a cluster model, a process consisting of operators is presented in Fig. 1-3 and Tables 2—
4.

Preprocessing Prep for Correlation Remove Useless Att... Reorder Attributes Annotate
C in ‘E‘ out b d in E‘ out r) d exa 1 exa [‘} G exa 3 exa t» inp = out r‘
4 ! M. 4 N . ) b - res
N (|in out [ ) \ in out|) . onD € ref ori|)
Retrieve Data | I ‘-1 t Encoding
| ) [ |
F out D M G exa g% exa D | - / =
Handle Texts? i P Sample based on No... Correlation Matrix
q =P g D q b
inp _ out I con _ inp B exa ] exa )
i o D el |
| inp out | inp inp ), mat r
[ wel P

Fig. 1. Operators of the process of creating a cluster model for dividing convicts into groups based on similar individual characteristics

Table 2
K-means clustering process operates
Operator Description
Retrieve data Loads a RapidMiner object (dataset) into the process
Preprocessing Introduces a process subprocess (chain of operators that will be applied later) within a process
Handle text? The root operator “Should handle text columns?” is the outermost operator of every process
Prep for correlation Prepares dataset for correlation calculation
Encoding Performs one-hot encoding on the data and removes columns with too many nominal values
Remove Useless Attributes Removes useless columns like constants
Sample-based on No Attributes Samples data down based on the number of attributes
Recorder Attributes Orders columns alphabetically
Correlation Matrix Creates the actual correlation matrix
Annotate Defines a result name
Change to Regular Should Discretize? Positive Class? Handle Dates?
g out ) g A o)) qm | ot ) Qirn Lo o) -
in inp O omi’ v' inp - out|) inp ‘,\: out|) inp .‘: out | out
|
Define Target? Map Values? Remove Columns? Unify Value Types
1:] ip out [‘, \l inp & o [ dim out ) Q in P ot [
‘ inp .‘<: om" | inp .<: out | | iop ‘(; cm: 1in E‘ oul:
Fig. 2. Preprocessing operators
Table 3
Nested statements of the preprocessing
Operator Description
Change to Regular Changes the role to 'regular' for all columns.
Define Target Selects Subprocess
Should Discretize? Introduces a process within a process
Map Values Switches options
Consists of the nested operators: Nominal to Binominal, which changes the type of selected nominal attributes to
Positive Class? a binominal type, and Define Positive Class, which modifies the internal value mapping of binominal attributes
according to the specified negative and positive values
Remove Columns Consists of the nested operator Remove Columns, which removes columns
Handle Dates Consists of the nested operator Remove Dates
Consists of the nested operators: Remove Unused Values, which removes all unused values and orders the value
. mappings alphabetically; Nominal to Text, which transforms all nominal columns to text; Text to Nominal, which
Unify Value Types - . . - . . .
transforms all text columns into polynomial columns; Numerical to Real, which turns all numerical columns; Set
Text Column, which defines the value type of all texts column
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Fig. 3. Preprocessing: Unify Value types
Table 4
Nested statements of the Unify Value Types Operator
Operator Description

Remove Unused Value

Removes each nominal value that is not assigned to an example

Nominal to Text

Changes the type of selected nominal attributes to text

Text to Nominal

Changes the type of selected text attributes to nominal

Numerical to Real

Changes the type of the selected numerical attributes to the real type

Set Text Columns

Sets text columns

Experiments

Two clusters of convicts were identified, which included 6,266 and 6,744 people, respectively (Fig. 4, 5).
The Real convictions and Early dismissals attributes had the greatest influence on the formation of cluster 0, and the

Recidivism attribute (the presence of criminal recidivism) on the formation of cluster 1.

Cluster 0

Real_convictions is on average 102.08% |arger, Recidivism is on average 95.42% smaller, Early_dismissals is on average 86.30% larger

Cluster 1

6,744

Real_convictions is on average 94.84% smaller, Recidivism is on average 82.65% larger, Early_dismissals is on average 80.18% smaller

Fig. 4. K-means summary

Cluster 0 e2ee) Cluster 1 744

Real_convictions

Fig. 5. Scatter Plot

The average values of the analyzed attributes (centroids) were calculated for each of the selected clusters of
convicts (Table 5). Cluster 0 includes criminals who committed twice as many (on average) repeated criminal offenses
as those convicted from cluster 1. Criminals from cluster 0 committed a first crime and were convicted for the first
time (on average) at an earlier age than prisoners, which make up cluster 1. Convicts who formed cluster 0 served
(on average) three times more actual sentences compared to individuals from cluster 1. Almost twice as many (on
average) suspended sentences were given to prisoners included in cluster 0 than to convicts from cluster 1.

Table 5
Centroid table (fragment)
Early Motivation for Real S Suspended
Cluster Age Agel Age2 dismissals dismissal convictions Recidivism convictions
Cluster 0 3.14 1.86 1.72 0.55 0.85 3.48 1.02 0.08
Cluster 1 3.92 2.52 2.42 0.06 0.90 1.06 1.06 0.50
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The graph of cluster averages (Fig. 6) gives reason to conclude that the biggest differences between the
selected groups of convicts are observed among the average values of the following attributes: Real convictions
(number of convictions before the actual punishment), Recidivism (presence of relapses), Agel, Age2 (age at the time
of the first convictions to the actual and conditional sentence), Suspended convictions (the presence of conditional
convictions) and Early dismissals (the presence of early dismissals). The obtained results give an idea of the
regularities revealed between the analyzed individual characteristics of criminals.

Cluster 0 200y Cluster 1 e72s)
R R R L
B : 5 ; 7 ‘ 5
j P

Fig. 6. K-means centroid chart

A correlation matrix was constructed to assess the relationships between the investigated features (Table 6).
The Recidivism attribute has the strongest correlations with Early dismissals (0.41), Age2 (0.39) and Agel (0.38).
Therefore, it can be argued that early release and age at the time of the first conviction (both before actual and
conditional punishment) are risk factors for convicts committing new criminal offenses.

Table 6
Correlation table (fragment)
Attributes Age Agel Age2 Ear ly Motivation R_ea_l Recidivism Susp_e n_ded
dismissals for dismissal convictions convictions

Age 1 0.37 0.35 0.14 -0.01 3.48 0.25 0.08
Agel 0.37 1 0.88 -0.22 0.06 1.06 1.06 0.50
Age2 0.35 0.88 1 -0.23 0.05 -0.35 0.40 -0.22
Barly 014 | 022 | -0,23 1 0.02 0.41 -0.50 0.19
dismissals
Motivationfor | 559 | 006 | o001 0.02 1 -0.08 0.08 0.00
dismissal
Real
convictions 0.25 -0.36 0.41 0.41 -0.08 1 -0.68 0.12
Recidivism -0.2 0.38 -0.40 -0.50 0.08 -0.68 1 -0.19
Suspended
convictions -0.00 -0.13 -0.22 0.19 0.00 0.12 -0.19 1

To simplify the understanding of the algorithm for the distribution of convicts into selected clusters based on
the analyzed attributes, a decision tree for the cluster model was built (Fig. 7).
The results of the built machine learning and artificial intelligence cluster model confirmed the estimates
obtained in previous works of this series. The penitentiary system does not perform a correctional function yet. Rather,
the opposite is true: the earlier a person enters correctional institutions for the first time, the more likely he is to
reoffend. However, the chance for correction provided by the judicial system in the form of conditional convictions

and early releases also provokes relapses in most cases.
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Recidivism

Suspended_conv ictions

Early_dismissal
cluster_0

cluster_1 <05
Real_conv iction:

Education » 1500

Real_conviction: Education Education

* 150 <1500 250 <2500 * 2500 250

cluster_1 cluster_0 cluster_1

Age

Type_of_employment Marital_status

» 1500 15 * 150 <1500 050 <050

cluster_0 cluster_0 cluster_0

Place_of_residence Age Type_of_employment

08 <080 a5 S50 »050 <050

cluster_0 cluster_0

Type_of_employment Marital_status Age cluster_1

20500 050 2050 <050 » 150 150
Fig. 7. Cluster Tree (fragment)
Conclusions

Criminal offenses pose a significant threat to Ukraine's internal security. The study of individual
characteristics of criminals, which are risk factors for criminal recidivism, requires special attention. The public danger
is not the fact of committing a repeated offense, but the personal qualities of the criminal. Identifying links between
the individual characteristics of prisoners and their criminal recidivism can help to solve serial crimes, develop new
crime prevention strategies, and provide reliable support for public safety decisions. In the context of russia's war
against Ukraine, the problem of crime poses a serious challenge to Ukraine's external security, since a significant
proportion of those mobilized into the russian army are prisoners. They commit repeated crimes already on the territory
of Ukraine. Criminal profiling does not provide unequivocal indisputable evidence to solve a criminal case, but it is
an effective tool in the investigation of serial crimes, hostage taking, rape, and sexual murders and in establishing the
authorship of texts, such as threatening letters.

It is a case study of a unique real-world dataset of 13,010 criminal convicts. We applied the Rapid Miner tool
to the machine learning k-clustering algorithm and built a cluster model. The relationship between the number of
previous convictions of prisoners, the age at the time of the first conviction, the presence of conditional convictions
and early releases with the risk of criminal recidivism in the future has been proven. The built computer model makes
obvious the relationship between the fact of criminal recidivism and the elements of the profile of the criminal
(individual characteristics of the person), providing reliable support when making decisions in criminal proceedings.
The obtained results confirmed the estimates obtained at the previous stages of a series of studies on the application
of quantitative tools and the construction of computer models for the development of informational and analytical
support of the decision-making in criminal justice, to simplify the understanding of criminal behavior and to provide
effective support for judicial decision-making. The models of computation developed in this series can be applied to
new criminal convicted datasets and become the basis for the formation of information and analytical support for
complex DSS and provide reliable information support when making effective decisions in criminal proceedings and
developing effective strategies for crime prevention and ensuring internal security.

The next stage of our research will be the corresponding analysis to study the relationship between individual
characteristics of convicts and the fact of criminal recidivism.
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