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A MACHINE LEARNING CLUSTER MODEL FOR THE DECISION-MAKING 

SUPPORT IN CRIMINAL JUSTICE 
 

In today's digital society, information technology plays a crucial role in supporting decision-making in the development of 
national security policy. The growing number of criminals and the expanding range of crimes they commit, observed around the 
world, pose serious risks to the personal safety of citizens, internal security of the country and international security. Advanced 
technologies are transforming the functioning of the criminal justice system, penitentiary system and police. The use of intelligent 
technologies to optimize the work of criminal justice agencies is the basis of the concept of "smart criminal justice". Computer models 
are used to support crime investigation, automate court proceedings, identify potentially dangerous individuals and predict crimes. 

This paper is a part of the research on the development of information and analytical support for a decision support system 
in criminal justice. This paper presents a new analytical approach to criminal profiling. The empirical analysis was conducted on the 
basis of real data from criminal records of 13010 prisoners serving their sentences in penitentiary institutions of Ukraine. The k-means 
clustering technique was used to identify significant indicators (individual characteristics of prisoners) that determine the propensity 
of convicts to commit repeated criminal offenses.  The built computer model can explain the connection between the propensity of 
convicts to recidivate and the following elements of the offender's profile: the number of previous convictions, age at the time of the 
first conviction, the presence of suspended sentences and early release.  

The judicial system needs to understand such non-obvious relationships to effectively prevent and solve criminal offenses. 
The developed computer model can be applied to new datasets and ensure the elimination of subjectivity and bias. 

Keywords: decision-making support, machine learning; criminal profiling, k-means clustering, recidivism, information, 
analytical support 
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КЛАСТЕРНА МОДЕЛЬ МАШИННОГО НАВЧАННЯ ДЛЯ ПІДТРИМКИ 

ПРИЙНЯТТЯ РІШЕНЬ У КРИМІНАЛЬНОМУ ПРАВОСУДДІ 
 

У сучасному цифровому суспільстві інформаційні технології відіграють вирішальну роль у підтримці прийняття рішень 
при формуванні національної політики безпеки. Зростанні кількості злочинців та розширення спектру скоєних ними злочинів, 
що спостерігається по всьому світу, складає серйозні ризики для особистої безпеки громадян, внутрішньої безпеки країни та 
міжнародної безпеки. Передові технології трансформують функціонування системи кримінального правосуддя, пенітенціарної 
системи та поліції. Використання інтелектуальних технологій для оптимізації роботи органів кримінальної юстиції є основою 
концепції створення “розумного кримінального правосуддя”. Для підтримки розслідування злочинів, автоматизації судових 
процесів, ідентифікації потенційно небезпечних осіб та передбачення злочинів застосовують комп’ютерні моделі. 

Представлена робота є частиною досліджень з питань розробки інформаційно-аналітичного забезпечення системи 
підтримки прийняття рішень у кримінальний юстиції. У цьому документі представлено новий аналітичний підхід до 
кримінального профілювання. Емпіричний аналіз проведено на основі реальних даних кримінальних записів 13010 ув’язнених, 
які відбувають покарання у пенітенціарних закладах України. Використано техніку кластеризації k середніх для визначення 
значущих індикаторів (індивідуальних характеристик ув’язнених), які визначають схильність засуджених до вчинення 
повторних кримінальних злочинів.  Побудована комп’ютерна модель може пояснити зв’язок між схильністю засуджених до 
кримінального рецидиву та наступними елементами профіля злочинця: кількістю попередніх судимостей, віком на момент 
першого засудження, наявністю умовних судимостей та дострокових звільнень.  

Судова система потребує розуміння таких неочевидних взаємозв’язків для ефективного запобігання та розкриття 
кримінальних злочинів. Розроблена комп’ютерна модель може бути застосована до нових наборів даних та забезпечити 
усунення суб’єктивності та упередженості. 

Ключові слова: підтримка прийняття рішень, машинне навчання, кримінальне профілювання, кластеризація  k-
середніх, рецидивізм, інформаційно-аналітичне забезпечення  

 

Introduction 

 

The efficiency of the internal security system is an integral aspect of the country's external security, 

international security in general and attracts the attention of many politicians and officials. The effectiveness of the 

criminal justice system is increasingly the subject of discussion in academic circles. The justice of legal decisions is 

causing more and more disputes in society, as a part of the judicial system is under pressure from the government and 

politics. Thus, as the number of prisoners grows rapidly, it is logical that the police and justice authorities increasingly 

use decision-support systems to support decision-making processes. A decision support system (DSS) is an interactive 

computer system designed to support various activities when making decisions on unstructured and semi-structured 

decision problems. Such a system has the ability to work with interactive requests [1]. 

Most decision support systems, used in criminal justice (decision support systems in justice, DSSJ), are based 

on machine learning systems that use algorithms capable of learning from previous data and making predictions [2]. 

This increases the predictive probability of committing repeated criminal offenses, which is much more effective than 
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the analysis of significant factors affecting the propensity of criminals to recidivism in each individual case. In 

addition, such computer algorithms are devoid of bias and subjectivity. Information systems that use such algorithms 

can provide reliable support for decision-making regarding the assessment of the risks of committing repeated criminal 

offenses by individuals and contribute to the improvement of the effectiveness of intelligent policing. 

With the increase in the range of tasks that are solved with the help of DSSJ, the requirements for their use 

are increasing. Information technologies are constantly being improved. However, their application to support the 

decision-making process concerning the safety of the individual and society, the freedom and even the life of a person 

who may be falsely accused, imposes high requirements on the accuracy, reliability, and transparency of algorithms. 

The results of using such computer models should be comparable and verified on a large number of cases. The use of 

decision-making systems in the criminal justice system should help reduce the level of crime, and increase the level 

of personal safety of citizens and the safety of society. 
 

Related works 
 

The effectiveness of the use of DSS, and computer technologies, in particular big data and machine learning, 

in policing and the criminal justice system is one of the important and debatable topics in scientific literature today. 

B. Simmler studied the degree of distribution, implementation possibilities, technical features, institutional 

implementation and psychological aspects of the use of algorithms in the criminal justice system on the example of 

Switzerland [3]. O. Doyle studied the issue of efficiency in applying the DSS for reducing the level of crime [4]. A. 

Završnik studied the influence of big data, algorithmic analytics, and machine learning tools on knowledge production 

in criminal justice settings [5]. B. Benbouzid conducted a detailed analysis of the content of predictive policing 

applications [6]. R. Berk assessed the risks of using artificial intelligence in law enforcement agencies [7]. S. Brayne 

studied the problems of using big data by law enforcement agencies [8]. M. Cavelty reviewed various analytical tools 

used in Switzerland to identify the recursive and non-linear relationship between security policy and technologies 

such as predictive policing, artificial intelligence and spyware [9]. S. Egbert et al investigated crime forecasting 

technologies based on data analysis and algorithmic detection of patterns, which are used to prevent criminal offenses 

as elements of preventive strategies in German-speaking countries [10]. A. Sandhu and P. Fussey analyzed the 

advantages of predictive policing, focused on the automation of police decisions, and the ability of predictive computer 

software to neutralize the subjectivity of police work [11]. B. Cheng et al. applied the FP-growth algorithm to find 

association rules between criminals and innocent people in order to identify persons suspected of crimes. [12]. K. 

Kotsoglou et al. investigated the possibilities of automated facial recognition for identifying suspects in order to 

facilitate the detection of crimes and eliminate false convictions [13]. A. Rummens et al. evaluated the effect of 

changing the spatio-temporal parameters of the predictive police model on the effectiveness of crime prediction based 

on data on apartment burglaries in a large city in Belgium [14]. M. Simmler et al. presented and discussed 

recommendations for assessing the usefulness and legitimacy of technical innovations in the criminal justice system 

[15]. P. Ugwudike conducted a critical analysis of the relationship between race and the use of risk prediction 

technologies used in justice systems in Western jurisdictions such as the UK and the USA. [16]. F. Miro-Llinares 

established that the complexity of an algorithmic tool can cause misunderstanding of the decision-making process by 

users [17]. R. Yu et al. used longitudinal convictions data from district courts and assessed recidivism rates among 

individuals released from Swedish prisons in three security levels [18]. 

The use of a DSSJ has both advantages and disadvantages, which have not yet been sufficiently explored in 

scientific and legal circles. In addition, each country has specific features of development, validation, and use of DSS 

for the implementation of smart policing and smart criminal justice. In Ukraine, the implementation of the concept of 

implementing complex DSS for criminal justice is only at the stage of development and testing. Therefore, complex, 

multifaceted research in this field at the national level is expedient.  

  

Research Methodology 

 

This work is a continuation of a series of studies on the problems of applying quantitative methods and tools 

to support decision-making in criminal justice. Section 3.1 presents the main results obtained in previous research. 

Section 3.2 presents the descriptions of the dataset, attributes and attribute values used in the analysis. Section 3.3 

presents a new analytical approach to criminal profiling – applying a cluster model to determine significant indicators 

(individual characteristics of prisoners) of criminal recidivism. 
 

The previous results 
 

In the previous articles, we obtained the following results: 

1. The machine learning models (Generalized Linear Model, Deep Learning, Decision Tree, Random Forest, 

Gradient Boosted Trees, and Support Vector Machine) were built for predicting the propensity of convicts to commit 

criminal recidivism. It was found that the presence of conditional convictions and the number of convictions to the 

actual punishment are significant factors that affect the tendency of customers of penitentiary institutions to commit 
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repeated criminal offenses in the future. Decision Trees models for the classification of convicts into "prone" and 

"non-prone" to recidivism were built [19].  

2. The scoring model was created to assess the risk of repeated criminal offenses by convicts based on their 

individual statistical and dynamic characteristics. An optimal model based on Machine Learning systems was built to 

determine important factors that influence the propensity of convicted criminals to repeat criminal offenses and 

prisoners with a high level of recidivism [20] 

3.  The logistic regression model to predict the probability of convicted criminal recidivism in the future 

was built based on the analysis of individual characteristics of prisoners. It has been proven that age at the time of the 

first conviction, type of employment at the time of conviction, number of suspended convictions, number of minor 

crimes, number of crimes of medium gravity, and availability of early dismissals are determinants of the propensity 

of prisoners to criminal recidivism [21]. 

4. Applied the associative rule mining for the extract correlations and co-occurrences between the historical 

crime information of convicted. An associative rule mining model was built to search for non-obvious interesting 

connections between historical crime information of convicted and repeated offenses. The frequent item sets, which 

are combinations of individual characteristics of prisoners who commit criminal recidivism, and the strong association 

rules have been revealed. It was established that early dismissals and suspended convictions are the significant factors 

that cause the risk of recidivism [22]. 

5. Using the statistical survival analysis we computed the probability of the accused confessing to the 

commission of a criminal offense at a specific stage of the duration of the investigation. Assessment and forecasting 

of the risks of admitting guilt in committing criminal offenses under conditions of incomplete data was carried out. 

The Kaplan-Meier model was built for calculating the chances of obtaining evidence of a confession after the end of 

the trial in criminal proceedings. Created the Cox regression model to establish the relationship between the stages of 

the pre-trial investigation, at which the accused gives a confession, with the duration of the investigation and the 

method of prosecution (a crime committed by one person or a crime committed by a group of persons) [23]. 

The formation of reliable information and analytical support for complex DSSJ requires multi-faceted 

research and the construction of various effective models, the results of which confirm previously obtained 

assessments. 

Data selection and description 
 

It is a comprehensive case study of a unique real-world of 13,010 criminal convicted dataset. Our study uses 

data on individual statistical and dynamic characteristics of prisoners serving their sentences in penitentiary 

institutions of Ukraine (Table 1).  

Table 1 

The crime records data 
Attribute Value Meaning 

Recidivism 
1 yes 

0 no 

Sex  
1 male 

2 female 

Age 

1  to 18 years 

2 from 18 to 30 years 

3 from 30 to 45 years 

4 older than 45 years 

Age1 (age at the time of the first conviction (to the actual 

degree of punishment)) 
Age2 (age at the time of the first conviction (conditional or 

actual sentence)) 

1  to 18 years 

2 from 18 to 30 years 

3 from 30 to 45 years 

4 older than 45 years 

1  to 18 years 

2 from 18 to 30 years 

3 from 30 to 45 years 

4 older than 45 years 

Marital status 
1 single 

2 married 

Education 

0  incomplete secondary 

1 secondary 

2 special secondary 

3 incomplete higher 

4 higher 

Place of residence (place of residence to the actual degree of 
punishment) 

0 rural area 

1 urban area 

Type of employment (type of employment at the time of 
conviction (up to actual punishment)) 

0 unemployed 

1 part-time 

2 full-time 

Early dismissals (availability of early dismissals) 
0 no 

1  yes 

Motivation for dismissal 
0 no 

1  yes 

Suspended convictions  number of suspended convictions 
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Criminal profiling strategy 

 

One of the decision-support strategies in criminal proceedings is criminal profiling [24]. A criminal profile 

is a set of conclusions about the qualities of a person responsible for committing a crime or a series of crimes. To date, 

there is no single effective method of forming accurate, substantiated conclusions regarding criminal profiling. In this 

work, we used one of the methods of intelligent data analysis to create typical criminal profiles of convicts. The k-

means method  [25] was used for clustering convicts (distribution into relatively homogeneous groups) according to 

their individual characteristics. The empirical analysis was carried out in the RapidMiner predictive analytics 

environment [26]. To create a cluster model, a process consisting of operators is presented in Fig. 1–3 and Tables 2–

4. 

 

Fig. 1. Operators of the process of creating a cluster model for dividing convicts into groups based on similar individual characteristics 

 

 

Table 2 

K-means clustering process operates 
Operator Description 

Retrieve data  Loads a RapidMiner object (dataset) into the process 

Preprocessing   Introduces a process subprocess (chain of operators that will be applied later) within a process 

Handle text? The root operator “Should handle text columns?” is the outermost operator of every process 

Prep for correlation Prepares dataset for correlation calculation 

Encoding  Performs one-hot encoding on the data and removes columns with too many nominal values 

Remove Useless Attributes Removes useless columns like constants 

Sample-based on No Attributes  Samples data down based on the number of attributes 

Recorder Attributes  Orders columns alphabetically 

Correlation Matrix  Creates the actual correlation matrix 

Annotate  Defines a result name 

 

 
Fig. 2. Preprocessing operators 

Table 3 

Nested statements of the preprocessing  
Operator Description 

Change to Regular Changes the role to 'regular' for all columns. 

Define Target Selects Subprocess 

Should Discretize? Introduces a process within a process  

Map Values Switches options 

Positive Class? 

Consists of the nested operators: Nominal to Binominal, which changes the type of selected nominal attributes to 

a binominal type, and Define Positive Class, which modifies the internal value mapping of binominal attributes 
according to the specified negative and positive values 

Remove Columns Consists of the nested operator Remove Columns, which removes columns 

Handle Dates  Consists of the nested operator Remove Dates 

Unify Value Types 

Consists of the nested operators: Remove Unused Values, which removes all unused values and orders the value 

mappings alphabetically; Nominal to Text, which transforms all nominal columns to text; Text to Nominal, which 

transforms all text columns into polynomial columns; Numerical to Real, which turns all numerical columns; Set 
Text Column, which defines the value type of all texts column 
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Fig. 3. Preprocessing: Unify Value types 

 

Table 4 

Nested statements of the Unify Value Types Operator 
Operator Description 

Remove Unused Value Removes each nominal value that is not assigned to an example 

Nominal to Text  Changes the type of selected nominal attributes to text  

Text to Nominal  Changes the type of selected text attributes to nominal  

Numerical to Real  Changes the type of the selected numerical attributes to the real type  

Set Text Columns Sets text columns 

 

Experiments 

Two clusters of convicts were identified, which included 6,266 and 6,744 people, respectively (Fig. 4, 5). 

The Real convictions and Early dismissals attributes had the greatest influence on the formation of cluster 0, and the 

Recidivism attribute (the presence of criminal recidivism) on the formation of cluster 1. 

 

Fig. 4. K-means summary 

 

 
Fig. 5. Scatter Plot 

 

The average values of the analyzed attributes (centroids) were calculated for each of the selected clusters of 

convicts (Table 5). Cluster 0 includes criminals who committed twice as many (on average) repeated criminal offenses 

as those convicted from cluster 1. Criminals from cluster 0 committed a first crime and were convicted for the first 

time (on average) at an earlier age than prisoners, which make up cluster 1.  Convicts who formed cluster 0 served 

(on average) three times more actual sentences compared to individuals from cluster 1. Almost twice as many (on 

average) suspended sentences were given to prisoners included in cluster 0 than to convicts from cluster 1. 

 
Table 5 

Centroid table (fragment) 

Cluster Age Age1 Age2 
Early 

dismissals 

Motivation for 

dismissal 

Real 

convictions 
Recidivism 

Suspended 

convictions 

Cluster 0 3.14 1.86 1.72 0.55 0.85 3.48 1.02 0.08 

Cluster 1 3.92 2.52 2.42 0.06 0.90 1.06 1.06 0.50 
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The graph of cluster averages (Fig. 6) gives reason to conclude that the biggest differences between the 

selected groups of convicts are observed among the average values of the following attributes: Real convictions 

(number of convictions before the actual punishment), Recidivism (presence of relapses), Age1, Age2 (age at the time 

of the first convictions to the actual and conditional sentence), Suspended convictions (the presence of conditional 

convictions) and Early dismissals (the presence of early dismissals). The obtained results give an idea of the 

regularities revealed between the analyzed individual characteristics of criminals. 
 

Fig. 6. K-means centroid chart 

 

A correlation matrix was constructed to assess the relationships between the investigated features (Table 6). 

The Recidivism attribute has the strongest correlations with Early dismissals (0.41), Age2 (0.39) and Age1 (0.38). 

Therefore, it can be argued that early release and age at the time of the first conviction (both before actual and 

conditional punishment) are risk factors for convicts committing new criminal offenses. 

 

Table 6 

Correlation table (fragment) 

Attributes Age Age1 Age2 
Early 

dismissals 

Motivation 

for dismissal 

Real 

convictions 
Recidivism 

Suspended 

convictions 

Age 1 0.37 0.35 0.14 -0.01 3.48 0.25 0.08 

Age1 0.37 1 0.88 -0.22 0.06 1.06 1.06 0.50 

Age2 0.35 0.88 1 -0.23 0.05 -0.35 0.40 -0.22 

Early 
dismissals 

0.14 -0.22 -0,23 1 0.02 0.41 -0.50 0.19 

Motivation for 

dismissal 
-0.00 0.06 0.01 0.02 1 -0.08 0.08 0.00 

Real 

convictions 
0.25 -0.36 0.41 0.41 -0.08 1 -0.68 0.12 

Recidivism -0.2 0.38 -0.40 -0.50 0.08 -0.68 1 -0.19 

Suspended 
convictions 

-0.00 -0.13 -0.22 0.19 0.00 0.12 -0.19 1 

 

To simplify the understanding of the algorithm for the distribution of convicts into selected clusters based on 

the analyzed attributes, a decision tree for the cluster model was built (Fig. 7). 

The results of the built machine learning and artificial intelligence cluster model confirmed the estimates 

obtained in previous works of this series. The penitentiary system does not perform a correctional function yet. Rather, 

the opposite is true: the earlier a person enters correctional institutions for the first time, the more likely he is to 

reoffend. However, the chance for correction provided by the judicial system in the form of conditional convictions 

and early releases also provokes relapses in most cases. 
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Fig. 7. Cluster Tree (fragment) 

 

Conclusions 

 

Criminal offenses pose a significant threat to Ukraine's internal security. The study of individual 

characteristics of criminals, which are risk factors for criminal recidivism, requires special attention. The public danger 

is not the fact of committing a repeated offense, but the personal qualities of the criminal. Identifying links between 

the individual characteristics of prisoners and their criminal recidivism can help to solve serial crimes, develop new 

crime prevention strategies, and provide reliable support for public safety decisions. In the context of russia's war 

against Ukraine, the problem of crime poses a serious challenge to Ukraine's external security, since a significant 

proportion of those mobilized into the russian army are prisoners. They commit repeated crimes already on the territory 

of Ukraine. Criminal profiling does not provide unequivocal indisputable evidence to solve a criminal case, but it is 

an effective tool in the investigation of serial crimes, hostage taking, rape, and sexual murders and in establishing the 

authorship of texts, such as threatening letters. 

It is a case study of a unique real-world dataset of 13,010 criminal convicts. We applied the Rapid Miner tool 

to the machine learning k-clustering algorithm and built a cluster model. The relationship between the number of 

previous convictions of prisoners, the age at the time of the first conviction, the presence of conditional convictions 

and early releases with the risk of criminal recidivism in the future has been proven. The built computer model makes 

obvious the relationship between the fact of criminal recidivism and the elements of the profile of the criminal 

(individual characteristics of the person), providing reliable support when making decisions in criminal proceedings. 

The obtained results confirmed the estimates obtained at the previous stages of a series of studies on the application 

of quantitative tools and the construction of computer models for the development of informational and analytical 

support of the decision-making in criminal justice, to simplify the understanding of criminal behavior and to provide 

effective support for judicial decision-making. The models of computation developed in this series can be applied to 

new criminal convicted datasets and become the basis for the formation of information and analytical support for 

complex DSS and provide reliable information support when making effective decisions in criminal proceedings and 

developing effective strategies for crime prevention and ensuring internal security. 

The next stage of our research will be the corresponding analysis to study the relationship between individual 

characteristics of convicts and the fact of criminal recidivism. 
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