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Improving the accuracy of intelligent data analysis is an important task in various application areas. Existing machine
learning methods do not always provide a sufficient level of classification accuracy for their use in practice. That is why, in recent
years, hybrid ensemble methods of intellectual data analysis have begun to develop. They are based on the combined use of
clustering and classification procedures. This approach provides an increase in the accuracy of the classifier based on machine
learning due to the expansion of the space of the input data of the task by the results of the clustering.

In this paper, the tasks of modification and improvement of such technology for small data analysis are considered. The
basis of the modification is the use of clustering with output at the first step of the method to increase the accuracy of the entire
technology. Despite the high accuracy of the work, this approach requires a significant expansion of the inputs of the final linear
classifier (labels of the obtained clusters are added to the initial inputs). To avoid this shortcoming, the paper proposes an
improvement based on the introduction of a new classification procedure at the first step of the method and replaces all the initial
inputs of the task with the results of its work. In parallel with it, clustering is performed taking into account the original attribute,
the results of which are added to the output of the classifier of the first step. In this way, the formation of an expanded set of data
of significantly lower dimensfonality in comparison with the existing method takes place (here there is no longer a large number of
Initial features, which is characteristic of biomedical engineering tasks). This reduces the training time of the method and increases
its generalization properties.

Modeling of the method was based on the use of a short dataset contained in an open repository. After the preprocessing
procedures, the dataset has only 294 vectors, each of which was characterized by 18 attributes. Data classification was done using
an SGTM-based neural-like structure classifier. This linear classifier provides high accuracy of work. In addition, it does not provide
for the implementation of an iterative training procedure and additional adjustment of work parameters. Data clustering was
performed using the k-means method. This choice is due to both the simplicity and speed of its work.

The search for the optimal number of k-means clusters was carried out using 4 different methods. They all showed
different results. That is why, some experiments were conducted to assess the influence of different numbers of clusters (from 3 to
7) on the accuracy of all 4 algorithms of the developed technology. The accuracy of the proposed technology has been established
experimentally in comparison with the linear classifier and the existing hybrid method. In addition, by reducing the inputs of the
final classifier, the developed technology reduces the duration of the training procedure compared to the basic method. All this
ensures the possibility of using the proposed technology when solving various applied problems of medical diagnostics, in particular,
based on the analysis of small data.

Keywords: small data approach, non-iterative training, ensemble learning, unsupervised-supervised technology,
biomedical engineering.

IBau [3OHIH

Hamionansawuit yHiBepcuTeT «JIpBiBChKa MO TEXHIKa

AHCAMBJIEBA TEXHOJIOI'TA BE3 BUUTEJISA-3 BUMTEJIEM 3 HEITEPATUBHUM
AJITOPUTMOM HABYAHHA JJIA AHAJII3Y KOPOTKHUX HABOPIB
BIOMEANYHUX JAHUX

17iaBHLYEHHS] TOYHOCTI [HTENEKTYAalIbHOro aHam3y AaHnx € BaX/IMBOK 334a4€E0 B PI3HUX MPUKIEAHNX 06/1acTsX. ICHyroYl
METOAN MAELUMHHOIO HaBYaHHS HE 3aBXau 3a6e3reYyioTs AOCTaTHIV pPIBEHb TOYHOCTI Kaacugikauii A5 iX BUKOPUCTAHHS Ha
npakmiyi. Came TOMy, B OCTaHHI POKU 1043/ PO3BUBATUCS TTOPUAHI aHCaMO/IEBI METOAN IHTEIEKTYa/IbHOrO aHasmzy. B ix ocHosi
[1OK/IBAEHO CYMICHE BUKOPUCTAHHS TPOLELYP KIACTEpU3ALIT Ta Kaacugixkaui. Takmid rigxig 3a6e3neyye MigBuLLeHHs TOYHOCTI
Kacn@ikaropa Ha OCHOBI MALUMHHOIO HaBYaHHS 3a PaXYHOK DO3LLMPEHHS POCTOPY BXIAHUX AaHuX 3a4a4i pe3y/ibTatamu pobot
K/1aCTEPU3ATOPA.

Y yivi poboTi po3rnsaaroTbCs 3aBAAHHS MOAUQIKAUIT T yAOCKOHAIEHHS TOAIGHOI TEXHOJIONI aHasli3y KOPOTKUX AaHnX. B
OCHOBI MOAN@IKaLYi MOK/IaREHO BUKOPUCTAHHS K/1aCTEPU3aLIi 3 BUXOAOM Ha MEPLUIOMY KDOLi METoAy A9 MIABULUEHHS TOYHOCTI
PO6OTH YCbOro METORY. He3Baxartoqm Ha BUCOKY TOYHICTb pOBOTYH, Takuii MiAXi4 BUMArae CyTTEBOIO PO3LUMPEHHS BXOAIB QIHA/IbHOMO
JIHIMHOro Knacngikatopa (40 roYaTKoBUX BXOGIB A0AAIOTECS MITKM OTPUMAHMUX K/IACTEDIB). 3 METOK0 YHUKHEHHS LIbOro HEZO/IKY, ¥
CTartTi 3arnporoHOBaHO YAOCKOHA/IEHHS], B OCHOBI SIKOIO IOK/1G4eHO BBEAEHS HOBOI MpoueaypH Kaacu@ikauii Ha nepliomy Kpoui
METOZ4Y Ta BUKOPUCTAHHS PE3YJIbTATIB i pboTM A1 3aMIHM YCIX 110YaTKOBUX BXO4IB 3agadvi. lapanesibHO 3 HEH BUKOHYETHCS
Knacrepusadii 3 BpaxyBaHHsIM BUXIAHOO atpmubyTy, pe3y/ibTaTty SIKOi JOAAITLCA A0 BUXOAA KAacu@ikaTopa nepLuoro KpoKy. Takum
YYHOM BiAGYBETLCS POPMYBAHHS PO3LIMPEHOrO HAOOPY AaHnX CyTTEBO MEHLLOI BUMIDHOCTI B [TOPIBHSIHHI i3 [CHYytOYMM METOZOM (TyT
BXE HEMAE BE/MKOI KifIbKOCTI 10YaTKOBUX O3HAK, LUO XapaKTEPHO A/1S 3afady GioMeanyHoi  HXEHEDI). Lle 3meHLye Jac pobotm
MeTOo4y | 36i7bLUYE Woro reHepasizaliviHi B/1acTuBoCT,

MogesnoBaHHs pobotu MeETody BiAbyBasiocs Ha OCHOBI BUKOPUCTAHHS KODTKOrO Habopy JaHux, SKwi MicTUTCS y
BigKpUTOMY perosuTopii. ITicais npoLeayp nonepeaHbOro OrnpaytoBaHHs, Habip AaHnx HaaidyBas smwe 294 BEKTOpH KOXEH 3 SKuX
xapaxktepusysascs 18 atpubytamu. Knacugikauis AaHnx BiabyBanacs i3 BukopuctarHsM SGTM neural-like structure. Lled riHivimi
Kacugikatop 3a6e3redye BUCOKY TOYHICTb poboTn. OKPIM LibOro BiH HE NMEPEAbaYac BUKOHAHHS ITepaLiviHoi rpoLesypmu HaBYaHHs
73 0A3TKOBOIO Ha/allTyBaHHS apamMeTpiB pobotu. Knactepu3alis Aannx BiA6YBanacs i3 BUKOPUCTaHHIM MeTody k-means. Takmi
BUbIp 06YMOB/IEHO SIK MPOCTOTIO TaK i LUBUAKOLIEID HOro poboTy.

[ToLwyk onTuManbHOI KifIbKOCTI K/1acTeEPIB METOLY Kk-means BiabyBaBCs i3 BUKOPUCTAHHSIM 4 pi3HUX METogiB. YCi BOHU
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TIPOAEMOHCTPYBA/IM PI3HI pe3ysibTat. Came TOoMy, y CTarTi MPOBEJEHO EKCIIEPUMEHTYU LYOAO OLIHKU BI/IMBY PI3HOI KiIbKOCTI
knacrepis (Big 3 40 7) Ha TOYHICTL pobOTH YCiX 4 a/IropuTMIB PO3POBIIEHOI TEXHOJIOTT]. EKCIEPUMEHTA/IbHIM LL/ISIXOM BCTAHOB/IEHO
MTiABHLUEHHS TOYHOCTI pOBOTU 3aIPOrIOHOBAHOI TEXHOJIONT Y MOPIBHSHHI 3 JIHIVHUM KIGCU@IKATOPOM Ta ICHYYMM iGpUaHNM
meToqoM. OKpiM LbOro, 3a paxyHOK 3MEHLLEHHS] BXOAIB QGiHa/IbHOro KAac@ikatopa, po3pobrieHa TEXHO/IONS 3MEHLLYE TPUBA/IICTh
MIPOLIEAYPH HABYAHHS B TOPIBHIHHI 3 6330BMM METOAM. Bce e 3a6e3reqye MOX/IMBICTL BUKOPUCTAHHS 3arpOrIOHOBaHOI TEXHO/IONTT
M1 4ac pO3BA33HHS PIBHOMAHITHUX MPUKIBAHNX 33434 MEANYHOI [IarHOCTUKY, 30KpEMa Ha OCHOBI aHaslisy KOpOTKuX Habopis
A8HNX..

Kntoyosi ¢1oBa: nigxig A0 Maimx AaHux, HEITEPaTUBHE HABYaHHs, aHCamb/ieBe HaB4YaHHS, TEXHOJ/IOrS 6e3 BYUTE/IH-3
BYUTE/IEM, OIOMEANYHAE [HKEHEDIS.

Introduction

The topicality of the task of increasing the classification accuracy in the biomedical engineering area is
extremely important due to many factors [1] that affect the quality of diagnosis, prognosis, and treatment of various
diseases.

Correct classification of biomedical data, such as biomarkers or genetic data, can help detect diseases such
as cancer, heart disease, and neurological disorders faster and more accurately [2]. In addition, thanks to accurate
classification, it is possible to develop personalized approaches to treatment. Knowledge about the nature of the
disease at the individual level allows us to choose the optimal methods of treatment and the dose of medicines [3,4].
Here it should be taken into account that incorrect classification can lead to serious consequences for patients.

The high accuracy of classification models based on machine learning helps to reduce the risk of diagnostic
errors and incorrect treatment assignments. In addition, accurate classification models allow rational use of medical
resources, such as the time of medical professionals, equipment, and material resources, reducing the number of
unnecessary diagnostic procedures [5]. However, the effectiveness of machine learning methods largely depends on
the data set for analysis.

Biomedical sets of tabular data have their characteristics due to the specificity of the source and purpose of
these data in biomedical research and medical practice. In particular, they have a multidimensional nature [4]. This
is explained by the need to take into account during the analysis a large number of parameters measured as part of
medical research. Such data may include clinical, laboratory, and other medical parameters that require a specific
understanding of the medical context for effective analysis and interpretation.

Tabular sets of biomedical data can contain different types of features, including both numeric and
categorical features. Effective analysis may require the use of different methods for different types of features [6]. In
addition, such data may be collected from a sample of patients or studies, which may affect their representativeness.

The problem discussed above deepens in the case of the analysis of short biomedical datasets. In particular,
there may be a limited number of examples for each or one of the classes. This leads to insufficient
representativeness of the data, which leads to many problems when building machine learning models, especially for
complex classes. In particular, in the conditions of analysis of a limited amount of data, the risk of overfitting
increases significantly, when the model can correctly generalize to new examples. On the other hand, underfitting
can occur here if the model is not complex enough to solve complex tasks.

Among other problems of classification of short sets of biomedical data using machine learning methods,
the problem of automatic selection/extraction of important features for classification should be highlighted, taking
into account the multidimensionality of such data [7]. Additionally, models trained on short datasets can be more
vulnerable to outliers, noise, and anomalies in the input data. [8].

All this requires specialized approaches, methods, and an understanding of the specifics of the medical
context to achieve reliable and valuable results when analyzing biomedical data sets of small volumes. That is why,
to increase the accuracy of classification in biomedical engineering, new hybrid methods of data analysis are
constantly being developed, which include machine learning, fuzzy logic [9], deep learning [10], kernel methods
[11], and statistical approaches [12].

In particular, in [13] the authors considered a problem of classification using a hybrid, hierarchical
approach. The authors proposed the use of clustering at the first step of the hierarchical method to select clusters in a
given data set. In the second step of the method, the classifier is used within each separate separated cluster. This
approach provides a significant increase in classification accuracy. However, in the case of analyzing short data sets,
the selected clusters may be very small. This will make it impossible to use classifiers based on machine learning

To overcome this limitation, another approach was developed in [14]. The dataset according to [14] is not
divided into clusters here, which is a significant advantage in the case of analysis of short data sets. In this case,
clustering is also performed, but its results are used to expand the space of the input data of the problem by the
observation belonging to each of the selected clusters.

This approach provides the possibility of intellectual analysis of small volumes of data, and significantly
increases the accuracy of classification. However, it also expands the already multidimensional feature space of each
vector in a biomedical dataset. This causes several problems when analyzing short sets of biomedical data using
machine learning tools.

That is why this paper aims to improve the unsupervised-supervised classification technology for the case
of the analysis of multidimensional short sets of biomedical data.

The main contribution of this paper can be summarized as follow:
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1. The two-step method of intelligent data analysis [14] was modified by performing a data clustering
procedure taking into account the original attribute, which allowed to increase the accuracy of
classification in the field of biomedical engineering;

2. The two-step classification method has been improved due to the parallel execution of the data
classification and data clustering procedures in the first step of the method, taking into account the
original attribute, and the formation of a new dataset of significantly reduced size from their output
signals for training the final classifier. This provides a significant reduction in the duration of the
training procedure of a non-iterative classifier while increasing the accuracy of its work in the case of
analysis of short sets of biomedical data.

Materials and methods
This paper is devoted to the development of unsupervised-supervised ensemble technology for data
classification in medicine. It is based on several modifications and improvements of the hybrid method of data
classification based on the consistent use of clustering and classification to improve the accuracy of the latter.
Let us consider the adaptation (Basic method, algorithm 1) and modification (Basic method, algorithm 2) of
the method from [14] to increase the accuracy of solving classification problems.
Let a training sample of medical data be given in the form of a set of vectors of the form x,X,,...., X
The task consists in assigning an observation with an unknown output to one of the K known classes
So, the main steps of the Basic method’s (algorithm 1) training
procedure are as follows:
1. We perform clustering of the training data sample using the selected method for selection C clusters.
For this, we use vectors of the form x,X,,....,x, . It should be noted that unlike [14], the next condition
must be met here: C > K.
2. We calculate the centers for each of the found clusters C: x{, X;,..., X}

3. We form a new, expanded training dataset by adding to each observation the labels, belonging to each
of the obtained clusters m,,1=1..C. As a result, we obtained new vectors in the form

Xys Xy y ooy X My,., M. — y . It should be noted that in the case when the current vector belongs to a
cluster I, 1=1,..C, then m, =1. Inall other cases m, =0.

4. We train the final classifier on extended vectors of the species X, X,,....,X
selected machine learning method.

Y.

m,...,m, =y using the

n?

The procedure for applying the Basic method (algorithm 1) requires the following steps:
1.  We assign the current vector of the test sample u,,u,,....,u, with an unknown output to one of the

defined clusters C . To do this, we calculate the Euclidean distance between the current vector and
each of the cluster centers found in step 2 of the training procedure. The smallest value of the
Euclidean distance will determine whether the observation belongs to the corresponding cluster.

2. We form a new, expanded data vector by adding the membership labels of each of the obtained
clusters to the current vector u,,u,,....,u,,m,...,M..

3. We apply the final classifier to the formed vectors u,,u,,....,u,,m,...,m. using the selected machine

final _ pred

learning method for searching y

The modification of the basic method (algorithm 2) consists in using the data clustering procedure taking
into account the initial value. In this case, we enter the initial value known for the training sample as an additional
feature and perform step 2 of the training procedure of the previous method.

In the case of solving a classification task, the output value is the class to which the observation belongs.
Therefore, each input vector of the training sample is expanded by a set of observation membership labels
m,,q=1,..K to each of the classes K defined by the stated task (m, =1, if the vector belongs to g -th class, and

m, =0 in all other cases). Thus, clustering according to algorithm 2 will be performed on the vectors of the training
set of the species X, X,,...., X,;M;,...,M, .

The application procedure of the basic method (algorithm 2) corresponds to the application procedure
according to algorithm 1. It should be noted that the first step of the application procedure of algorithm 1 will be

performed for cluster centers u;,us,...,u; , withoutuse m,,....m, .

T

The advantage of using clustering with output is the possibility of increasing the accuracy of this procedure,
in particular with linear methods of machine learning, and, as a result, increasing the accuracy of the entire method.
From a theoretical point of view, this effect can be explained by Cover's theorem [15]. However, the main drawback
of both algorithms is a significant increase in the number of features of each data vector, which depends on the
optimal number of clusters of the training sample. In addition, biomedical datasets are characterized by a large
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number of independent attributes that must be considered during analysis. All this together will increase the training
time of the selected classifier. In addition, this approach can be accompanied by a deterioration of the generalization
properties of the classifier and even cause overfitting.

To avoid such shortcomings, this paper also proposes a technology for improving the basic method (both
algorithms). It is based on the need to reduce the dimensionality of the space of extended vectors while ensuring
high classification accuracy. For this, at the first step of the method, an additional classification procedure is
introduced, the results of which will replace all the initial independent attributes of the initial dataset. In parallel with
it, clustering will be performed, the results of which will expand each vector as in the basic method. Thus, the final
classifier of the second step of the technology will receive a significantly smaller number of inputs, which will
reduce the duration of the training procedure.

Let's take a closer look at the main steps of the Proposed technology (algorithm 3).

1. We train the linear classifier on the vectors x,,X,,....x, > Y.

@

2. We apply the training data sample to the previously trained classifier to obtain y**" for each data

vector.

3. We perform clustering of the training data sample using the selected method for selection C clusters.
For this, we use vectors of the form x;,X,,...., X, . It should be noted that unlike [14], the next condition
must be met here: C> K.

5. We calculate the centers for each of the found clusters C : X7, X;,..., X,

4. We form a new, expanded training dataset, replacing all initial independent attributes with new ones.
This happens by adding to y"'e“m labels belonging to each of the obtained clusters m,,I =1,..C. As a
result, we will receive a new training data set for the final classifier in the form of a set of vectors in
the form y"'e”“) ,m;,....,m. — y. It should be noted that in the case when the current vector belongs to a
cluster I, 1 =1,..C, then m, =1. In all other cases m, =0.

5. We train the final classifier on extended vectors y"'e”m,ml,...,mc using the selected machine learning

using the selected method of machine learning.
The structural diagram of the developed technology is shown in Fig. 1.

Xps Xg e X, y

Xiy Xgyeeey Xy
> Linear yPred”
- SGTM neural-like >

structure 1
y
Linear yfinalfpred
markerof cluster | SC 1M neural-like
structure 2

Xps Xp ey X, My, Me
*  k-means clustering
»  with/without outputs

_________________ »

Fig. 1. Flow-chart of the improved unsupervised-supervised technology with non-iterative training algorithms

The application procedure of the Proposed technology (algorithm 3) requires the following steps.
1. We apply the current vector of the test sample to the previously trained first classifier. We get the

predicted value y*-"="
2. We find the membership of the current vector of the test sample u,,u,,....,u, with an unknown output
to one of the defined clusters. To do this, we calculate the Euclidean distance between the current
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vector and each of the cluster centers found in step 2 of the training procedure. The smallest value of
the Euclidean distance will determine whether the observation belongs to the corresponding cluster.

3. We form a new, expanded data vector by adding labels of belonging to each of the obtained clusters to

. @) (]
the corresponding y'-"*" . As a result, we get y*-"*" ,m,,...,m..

)

4.  We apply the final classifier to the formed vectors y”—’”e“(l ,m,,...,m. =y using the selected machine

learning method for searching y ™™'-"

An obvious advantage of the proposed technology would be a significant reduction of inputs for the final
classifier. This will ensure the possibility of using the proposed technology for the analysis of short datasets in the
tasks of medical diagnostics. However, to increase the accuracy of the technology, this article proposed the
Proposed technology (algorithm 4). It consists in performing the clustering procedure with output, with identical
steps as in the basic method (algorithm 4).

Modeling, results, and comparison.

Both methods and their algorithms were modeled using a short set of medical data. An applied binary
classification task, considered in this paper is to predict a heart attack based on 14 input attributes of a short dataset.
The dataset is contained in an open repository [16].

The selected dataset contains a considerable number of gaps and categorical variables. In addition, the
authors of the dataset did not specify which attributes are the most important. That is why the author carried out
preliminary processing of the data, which consisted of:

- Removal of columns that contained a large number of omissions;

- Filling of missing values with average values for some observations;

- Conversion of categorical features into numerical ones;

- Performance of feature selection technique to select the most significant features for analysis.

After performing all the above procedures, the dataset contained 18 features and 294 observations. It was
randomly divided into training and test samples in the ratio of 80% to 20%, respectively.

Data classification in this paper was done using SGTM neural-like structure. This linear classifier ensures
high accuracy of work. In addition, it does not provide for the implementation of an iterative training procedure and
additional adjustment of work parameters. Details of learning algorithms and the application of this classifier can be
found in [17,18]. Data clustering was done using the k-means method. This choice is due to both the simplicity and
speed of its work.

0,940
0,920
0,900
.. 0880
g
g 0,860
= 0,840
o
T 0,820
0,800
0,780
0,760 -
“neurab e B metiod - Basiometnod - JUEEC - BIRECE
sctructure algorithm 1 algorithm 2 algorithm 3 algorithm 4
m 3 clusters 0,831 0,847 0,847 0,847 0,847
m 4 clusters 0,831 0,864 0,898 0,847 0,898
5 clusters 0,831 0,847 0,864 0,847 0,864
6 clusters 0,831 0,881 0,915 0,847 0,881
u 7 clusters 0,831 0,864 0,831 0,847 0,932

Fig. 2. Comparison of the classification accuracy for all investigated methods using different numbers of clusters

The search for the optimal number of k-means clusters was carried out using 4 different methods. They all
showed different results. That is why, in this paper, experiments were conducted on the assessment of the effect of
different numbers of clusters (from 3 to 7) on the accuracy of all 4 algorithms of the developed technology.
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Fig. 2 shows the total accuracy indicator for all investigated methods (Linear SGTM-based classifier and 4
algorithms developed in this paper) when using different numbers of clusters.
From the results presented in Fig. 2 the following conclusions can be drawn:

Linear SGTM-based classifiers provide fairly high accuracy when analyzing a short dataset;

The adapted method (algorithm 1) demonstrates an increase in the accuracy in comparison with the
Linear SGTM-based classifier using any of the studied numbers of clusters;

The use of clustering with output (algorithm 2) provides both a significant increase in the accuracy of
work in particular in comparison with algorithm 1 and a slight deterioration. It depends on the number
of clusters of the clustering procedure;

The proposed technology (algorithm 3) increased the accuracy of the Linear SGTM-based classifier.
However, the number of clusters here did not affect the change in this indicator’s value;

The use of the proposed technology (algorithm 4), which uses clustering with output, increased the
accuracy of all previous methods. It should be noted that this improvement is characteristic of all
values of the clusters studied in the paper;

The highest classification accuracy was obtained using the proposed technology (algorithm 4) for
seven clusters. In particular, it was possible to obtain a 10.1 higher accuracy compared to the Linear
SGTM-based classifier.

In addition to the accuracy of work, an important indicator of the effectiveness of all studied algorithms is
their training time. Since the training procedures of all four algorithms differ slightly, their training time was
calculated as the duration for the final linear classifier at the second step of all methods.

Fig. 3 summarizes the results of this experiment.

I 0,015
0,011

Proposed technology - algorithm 4 0,010

0,010
[ 0,008

I 0,013

0,010
Proposed technology - algorithm 3 0,009
0,008
. 0,006
0,036
) ] 0,030
Basic method - algorithm 2 0,026

0,025
I 0,025
I 0,031
0,027
Basic method - algorithm 1 0,026
0,026
I 0,024

Linear SGTM neural-like sctructure

— 0,020
0,000 0,005 0,010 0,015 0,020 0,025 0,030 0,035 0,040

m 7 clusters 6 clusters 5 clusters 4 clusters  ® 3 clusters

Fig. 3. Comparison of the training time (in seconds) for all investigated methods using different numbers of clusters

From the results presented in Fig. 3 the following conclusions can be drawn:

Linear SGTM-based classifier provides the highest speed during the analysis of the studied short
dataset;

The adapted method (algorithm 1) demonstrates an increase in the duration of training time, in
particular, when the number of clusters of this method increases;

The use of clustering with output (algorithm 2) is accompanied by a slight increase in the training time
of the method in comparison with algorithm 1;

The proposed technology (algorithm 3) significantly reduced the duration of training time both in
comparison with algorithm 1 and algorithm 1. This is explained by a significant reduction in the
number of features used for analysis;

The use of the proposed technology (algorithm 4), which applies clustering with output, does not
significantly increase the duration of the training procedure compared to algorithm 3.

If we summarize the results presented in both figures, it should be noted that the developed technology
(algorithm 4) demonstrated more than 10% higher classification accuracy with an insignificant increase in the
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duration of the training procedure, compared to the basic linear classifier. All this provides several advantages for
the use of the proposed technology when solving various applied tasks of medical diagnostics, in particular, based
on the analysis of small data.

Conclusions

The modern development of the field of biomedical engineering is characterized by the appearance of an
increasing number of tasks, including the processing of tabular datasets, with a limited amount of data for the
implementation of training procedures by artificial intelligence tools. This imposes several limitations on the
application of existing machine learning tools. The problem is deepened by the fact that this area is characterized by
the presence of a large number of independent variables necessary for analysis.

To analyze short datasets of large dimensions, the paper proposes a hybrid technology of the combined use
of clustering and classification. The author considers modified and improved algorithms that demonstrate a
significant increase in classification accuracy during expert diagnostics.

The simulation was carried out on a real dataset to solve the binary classification task. Experimentally, it
was established that the improved technology demonstrated more than 10% higher classification accuracy with an
insignificant increase in the duration of the training procedure, compared to the basic linear classifier. Summarizing
the advantages of improved technology, the following should be highlighted. It provides:

— a significant reduction of the space of input data for the classifier in comparison with the basic
method of classification for tabular datasets [14];

— reducing the computational complexity of the improved method due to a significant reduction in
the space of input data for further analysis by the selected classifier based on machine learning;

— a significant increase in the accuracy of solving the classification tasks in comparison with the
existing method from [1];

— the possibility of processing data of small volumes with a large number of input attributes;

— the possibility of processing tabular datasets with a critically small number of observations in
comparison with the hierarchical classifier from [13];

— the possibility of effective processing of datasets of large volumes due to an insignificant increase
in the space of the input data of the task, but with a significant increase in the accuracy of the work of this approach;

— the possibility of building different combinations of clustering-classification methods depending
on the research area, the task, and the volume and specificity of the available dataset.

All this ensures the possibility of using the proposed technology when solving various applied problems of
medical diagnostics, in particular, based on the analysis of short data sets
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