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CONNECTIONIST-METAHEURISTIC APPROACH TO THE ANALYSIS OF THE
GLOBAL ECONOMY’S INVESTMENT ENVIRONMENT INDICATORS

The urgent task of using new approaches to analyze the indlicators of forejgn direct investment and macroeconomic
Indlicators that affect the volume of their attraction to a particular country in the world economy was solved by a connectionist-
metaheuristic approach.

The connectionist-metaheuristic approach solved the urgent task of using new approaches to analyze the forejgn direct
investment and macroeconomic indicators that affect the volume of their attraction to a particular country in the world economy. The
proposed connectionist-metaheuristic system makes it possible to improve the quality of the approximation due to: the simplification
of structural identification through the use of only one hidden layer of neural network models; reduction of the computational
complexity of parametric identification and the ensuring good scalability through the use of batch mode for non-recurrent neural
network models and multi-agent metaheuristics for recurrent neural network models; descriptions of non-linear dependencies through
the use of neural network models; high approximation accuracy due to the use of recurrent neural network models; resistance to
data incompleteness and data noise due to the use of metaheuristics for parametric identification of recurrent neural network models;
lack of requirements for knowledge of distribution, homogeneity, weak correlation, and optimal factors’ choice. In the case of a GPU,
an LSTM-based neural network with the highest approximation accuracy should be chosen. For LSTM, the coefficient of determination
using the gradient method is 0.785, and using metaheuristics (modified wasp colony optimization) is 0.835. The proposed approach
makes it possible to expand the scope of approximation methods’ application based on artificial neural networks and metaheuristics,
which is confirmed by its adaptation for an economic problem and contributes to an increase in intelligent computer systems efficiency
for general and special purposes.

Keywords: artificial neural networks, approximation methods, connectionist-metaheuristic approach, wasp swarm
optimization, macroeconomic indicators.

€sren ®E/IOPOB, Mapuna JIEILIEHKO

YepkachKuii IepyKaBHUH TEXHOJIOTIYHUIT yHIBEpPCHTET

JIro6oB KIBAJIBHUK, I'anna JAHWUJIBYYK

Yepkachkuii HallioHAILHUN yHIBepcuTeT iMeHi bornana XMeIbHHITBEKOTO

KOHEKIIIOHICTCLKO-METAEBPHCTI/I‘IHI/Iﬁ HIAXIA 10 AHAJIIBY
ITOKA3HUKIB IHBECTHUHIMHOI'O CEPEJOBHUIIA CBITOBOI EKOHOMIKH

AKTya/lbHE 3aBAAHHS BUKODUCTAHHS HOBUX [1IAX04IB A0 aHam3y [IOKa3HUKIB TPIMUX [HOZEMHUX [HBECTUL Ta
MAaKDOEKOHOMIYHMX [TOKA3HUKIB, LLO BII/INBAIOTE HA OOCSIV iX 3a/1yYEHHS B Ty Yu iHLLY KpaiHy CBITOBOro rocriogapcraa, 6y/10 BUDILLIEHO
38 /JO[OMOror0 KOHHEKLIIOHICTCEKO-METAEBPUCTUYHOIO TTIAXO0AY.

Y AOCTIIKEHH] BUKOPUCTAHO KOHHEKLIIOHICTCHKO-METAEBPHUCTUYHIMA MTIAXIA B XO4 BUKOPUCTaHHS HOBMX ITIAX04IB 40 aHanisy
MIPSMUX IHOIEMHUX [HBECTULIIVI Ta MAKDOEKOHOMIYHUX [TOKA3HUKIB, LUO BII/IMBAKOTL Ha OOCSIV iX 3a/lyYEHHS 4O TiEl Y iHLIOI KpaiHm
CBITOBOI' EKOHOMIKY. 3aIIPOITOHOBaHMY KOHHEKLIIOHICTCHKO-METAEBPUCTUYHIMN TTIAXIA AGE 3MOrY MABHLUMTY SKICTE arpoKcuMaLlli 3a
PaxXyHOK: CIIPOLYEHHS CTPYKTYPHOI [AEHTU@IKALII 38 PaXyHOK BUKOPUCTAHHS JIMLLE OAHOMO IPUXOBAHOMO LWAPY HEHPOMEPEXEBUX
MOAENEN, SHIWKEHHS OBYNCIIIOBASIBHOI CKIIAAHOCTI NapamMeTpuyHOI [AeHTugikauii 7a 3a6€3rmeyeHHs rapHoi MaclTaboBaHOCTI 38
PaxyHOK BUKOPUCTAHHSI MBKETHOIO PEXUMY A1 HEMOBTOPHNUX MOLESIEN HEVPOHHNUX MEDEX | 6aratoareHTHuX MeTaeBpyucTuK Ais
PEKYDEHTHUX MOLAETIEY HEVPOHHNX MEPEX, OITMCIB HEIHIVIHNX 3aTIEXHOCTEN 33 JOIMTOMOIoK0 HEVPOMEPEXEBIUX MOLENEH,; BUCOKOI
TOYHOCTI anpoKcuMadii 3@ PaxyHOK BUKOPUCTAHHS DEKYPEHTHNX HEUPOMEPEXEBUX MOAENEH, CTIMIKOCTI 4O HEMOBHOTYU JaHUX [ LyMy
AaHnx 3a PaxyHoOK BUKOPUCTAHHS METAEBPUCTUK AJIS NapaMETPUYHOI [AEHTUDIKALIT DEKYDEHTHUX MOLENEN HEVDOHHUX MEDEX;
BIACYTHOCTI BUMOI LOAO 3HAHHS PO3II04i/Y, OAHOPIAHOCT, C/IabKoi Kopensauii Ta BMOOPY OrnTUMa/IbHNUX QaKTOPIB. Y X04i BUKOPUCTaHHS
rpagiyHoro rpoLecopa 3anpornoHOBaHO BUGPATH HEVPOHHY MEPEXY HA OCHOBI LSTM, aka Mae HavBuiLy TOYHICTb anpokcumadii. s
LSTM KoeiyieHT AeTepmiHayii 3a AOMOMOror rpagieHTHoOro MeTogy CcraHosuts 0,785, a 33 A[OMNOMOrowd MeTaeBpuCTHKA
(MognikoBaHa onTumizayisi kosoHii oc) — 0,835. 3arporoHoBaHmi miaxig Ja€ 3Mory po3Lumput cepy 3acToCyBaHHs MeTosdis
arnpOKCUMALIIT Ha OCHOBI LUTYYHNX HEVPOHHNX MEPEX [ METAEBPUCTUK, LUO ITIATBEDIKYETLCS MO0 aaanTaLliero 4O EKOHOMIYHOI 3a4adYi,
7@ CrIpUSIE MIABULLEHHIO EPEKTUBHOCTI IHTENIEKTYE/IbHNUX KOMITIOTEDHUX CUCTEM 3araslbHOro 1a CreLia/IbHOro MpU3HaYeHHs.

KI1t040Bi C/10Ba: LUTYYHI HEVIPOHHI MEDEX], METOAM arPOKCUMALI], KOHHEKLIIOHICTCHLKO-METAEBPUCTUYHII IAXIA, ONTUMI3aLIS
OCHHOIO POKO, MAKPOEKOHOMIYHI ITOK33HUK.

Introduction

International investment activity effectively complements international trade and contributes to the economic
growth of national economies. The international investment flows from different countries intertwine and interact with
each other, turning into global investment resources. An important condition for attracting investment resources is the
presence of powerful economic potential, in which foreign investment flows are the foundation of global economy
development. Important components of the economic potential and factors of the formation of a favorable investment
environment are such as GDP volumes, the inflation rate, the unemployment rate, indicators of exports of goods and
services, and others.
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The object of the research is the process of analyzing statistical indicators that are indicators of the national
economies’ development in the context of globalization. The subject of the research is a connectionist-metaheuristic
approach for the analysis of economic indicators. The aim of the research is to increase the efficiency of the analysis
of economic indicators based on the connectionist-metaheuristic approach to the approximation models’ creation.

The main tasks of the research:

1. To form a vector of economic indicators.

2. To create a recurrent neural network approximation model.

3. To develop a gradient method for identifying the parameters of recurrent neural network approximation
models.

4. To create a metaheuristic method for the parametric identification of recurrent neural network
approximation models.

Related works

The analysis of macroeconomic indicators using various methods is an important task of modern research.
Nowadays various methods of economic analysis, including approximation are used to analyze such indicators.

The traditional methods of approximation are:

1. Statistical [1-3].

2. Analytical [4-6].

3. Method of group accounting of arguments (MGUA) [7, 8].

Existing traditional methods of approximation have one or more of the following disadvantages [9, 10]:

—  approximation models are focused on linear dependencies;

—  structural-parametric identification of the approximation model has a high computational complexity;

—  approximation models cannot provide high accuracy;

—  approximation models are sensitive to data noise and it is necessary to ensure data completeness for
them;

—  approximation models provide a priori knowledge of the type of distribution, weak correlation,
uniformity, and preselection of factors.

In this regard, it is relevant to create an approximation approach that will eliminate these shortcomings.

At present, the neural network approach [11, 12] is popular, which allows using both conventional activation
functions and wavelet-based activation functions. Since only a sequential learning mode is used for recurrent neural
networks, metaheuristics [13-16] can be used to eliminate this drawback, which will allow them to be used in the
analysis of economic indicators. Among the metaheuristics that allow parallelization on the GPU, there are multi-
agent metaheuristics [17-20].

Research methods

1. Formation of the factors’ vector

We used the following indicators of the national economies' investment attractiveness to form the data array:
the gross domestic product volume (GDP) per capita (per year, US dollars), inflation rate (according to the consumer
price index, which reflects the annual percentage change in the cost for the average consumer of purchasing a basket
of goods and services, per year, %), exports of goods and services indicators (total volume, per year, USD), labor
force indicators (labor force is people aged 15 years and older who provide labor for the goods and services production,
per year, number of people), income tax indicators (income tax is the amount of income taxes paid by an enterprise,
% of the enterprises' commercial profit in a country, per year). All indicators were formed for the 2010-2019 period.

For neural network models, to improve the approximation accuracy, the factors and responses are normalized.

2. Creating a neural network model based on long short-term memory with a forgetting gate

A long short-term memory (LSTM) neural network with a forgetting gate is a recurrent two-layer ANN
[LSTM, 25, 26].

It is considered that a memory block consists of only one memory cell to reduce computational complexity.

1. The calculation of the outputs of the input layer

y"(n-1)=x,ie, N
2. The calculation of the forgets gates outputs
N (0

y¥ )= | b + Y w9y "(n-1) |, jeL,N®
i=1

3. The calculation of the output signals of input gateways
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_ ONO
y= 1[0+ Tul om0 § <1 N®
i—1

4. The calculation of the input signals of memory cells
N (©)

yf(n) = 29 bjs + ZWiijn_Syiin(n—l) , j el,N (@)
i=1

5. The calculation of the output signals of exit gates
N (@

y?out (n) — f ngOUt + Zwiijn—gout yiin(n _1) ’ J El, N @
i=1

6. The calculation of the states of memory cells
. _ . T
sS() =y (Msi(n-1+y"(F5n). je,N®
7. The calculation of the output signals of memory cells
t : 1
Vo) =y (oS5 ). jerN®

8. The calculation of the output signal of the output layer
ND

yOUt (n) — bOUt + ZWiC—OUt yIC (n) ,
i=1

0
where N ©) — the length of the factors vector,

1
N (1) — is the number of neurons in the hidden layer memory blocks,
ng(P — is the threshold for the forgetting gate of the j-th block of memory,
b?m — is the threshold for the input gateway of the j-th memory block,

b? — is the threshold for the memory cell of the j-th memory block,

t . .
b?ou — is the threshold for the output gateway of the j-th memory block,

bOUt — is the threshold for the neuron of the output layer,

Wiljn_g(p — is the weight of the connection between the i-th neuron of the input layer and the j-th memory
block forgetting gate,

Wiijn—gin — is the weight of the link between the i-th neuron of the input layer and the input gateway of the
j-th memory block,

Wiijn—s — is the weight of the link between the i-th neuron of the input layer and the input of the memory cell
of the j-th memory block,

Wiijn—gout — is the weight of the link between the i-th neuron of the input layer and the output gateway of
the j-th memory block,

Wic—out — is the weight of the link between the output of the memory cell of the i-th memory block and the

output layer neuron,
g (S) = tanh(s) — is the activation function for memory cells,
1
F)=—=
1+e7°

— is the activation function for gateways.
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3. Development of a gradient method for identifying the parameters of a neural network
approximation model based on long short-term memory with a forgetting gate

1. Number of training iteration N = 2, initialization by uniform distribution on the interval (0,1) or

[-0.5, 0.5] of offsets (thresho|ds)b9i”(n),b?“’(n),b?"“t(n),bf\,(n) and weights |n g'“(n)
wi 9% (n), wi 9 (), wi o (n), ieL,N©@, jelL,N® velS;, of offsets (thresholds)

b°”t(n) and weights WICVJ OUt(I’]), iel,N (1), j el,N 2) Vel Sj , where N O _ the number of

neurons in the input layer, N @ _ is the number of neurons in the hidden layer, N 2 _ is the number of neurons
in the output layer, Sj — is the number of cells in the j - th memory block.

- N N T
2, The training set {(Xu,du) | X, €R ’dH € R" '}, pnel, P isspecified where Xy,
— is the W -th training input vector, dH — is the L -th training output vector, P —is the power of the training set. The

number of the current pair from the training set is L = 2.

3. Initial computation of the output signal of the cell S(j:v (n-1)=0,vel Sj ,J€LN @
4. Output signal computation for each layer (forward run) yii” (I’] —1) = Xu 1ir
9'“(n) = f(net?"(n)), jel LN®
N © _
f(s)= . netg'“(n) = Z W'n 9N (n)y!"(n-1),
+ e

y?‘P(n) = f(net?"’(n)), jelL,N®,
N _
- net{?(n) = Z W'n ¥ (n)y"(n-1),

f(s)=

Siv(n) = g(netj,(n)). velS. el IND
(0)
9(s) = 2tanh(s), netS, (n) = NZW.',”V sy (-1

s5,(n) = Y99 (n)ss, (n—-1) + yg'”(n)sjv(n), velS;, jelL,N®,

gout(n) f(netf® (), jeL,N®,
N (O _
f(s)= netg°“t(n) = Z W'” ®Unyy"(n-1),

Y (n) = yg°”t(n)h(sjv(n)), velS;, jelN®,
h(s) = tanh(s),

°”t(n) = f(net®(n)), jeLN®,

ND s
f(s) = netOUI (n) =b" + ZZW,CVJ U nyys (n).
1+e i—1v=1
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It is considered that |n gm(l’l) bg'”(n) y "(n-1) =1,
wp; %9 (n) =b®(n), yg'(n—1) =1,
wg; *(n) =b5 (n), yg' (1—1) =1, wg ¥ (n) =b{** (n), yP** (n-1) =1

5. Calculation of ANN error energy
1N ()

E(n)—— Ze (n). & (n) =y (n)—d,,. 4.

6. The adjustment of synaptic welghts based on the generalized delta rule and the RTRL rule (backward

movement)
oE(n — . T
ﬁ/JOUt(n‘}'l) chvJOUt(n)_ 8V\/C+Ut)(n) 1 €], N(l) , VEl,Sj, J el N(Z) ,
ivj
cE(n) . @
b?%n+n=b?%m—n5§$j%,JeLNQ%
J
w9 (n+2) = w9 (n) - —awif_Eg(orR( Y iel,NO jeo,N®
ij
os,(n — .
Wl (n+1) = :J@S<n>—ne;->v<n>awi+§(’),iel,N<°>,v61,sj,jeo,N<l>,
ijv
in—gin 1 in—gin Tv( ) . ]W
W (n+ ) W (n) nzejv( )mﬂe 1 ;
VelT, jeO, N(l)
W99 (1 + 1) = w99 (n) - nZe N 1O
v awln g(p( ) !

VELSPJEQNQX
where T — is a parameter that determines the learning rate (with a large learning rate is faster, but the risk of
getting the wrong solution increases), 0< n< 1

OoE(n)
owg; ™ ()
oE(n)
abj’“t(n)
oE(n)
8Wiijn—gout (n) o

ost. (n—1
osfy(n) av\;_%rz_)l)y?‘p(nhy (n-1yy"(n)g'(net$,(n)), n>2
ijv :

Oy~ (0) yi"(n -1y (n)g'(net5, (), n=2
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osfy(n-1) g

TR LY R A
oW (n) |+ yin(n—1)s€,(n—1) f'(netd (n)), |
y'(n=1)sS,(n-1) f'(netf(n)), n=2

osj(n-1) g

a0 o ey m n>2
ow 9" (n) |+ yi'(n—1)g(net$, (n) f'(net " (n)), ’
yi'(n=1)g(netf,(n) f'(net{"(n)), n=2

N (2
¢Sy (n) = y§™" (mh'(s5,(n) E wy ™ ()3 (n),

85 (n) = f'(net§" (M)(y§" (M —d 4 ;).
Sj N (@)
39 (m) = (et P (M) 3 (s, (M) W™ (™ (n).
v=1 =1

7. Terminating condition check
if (N—=1)mod P >0,then pu=p+1, N=n+1, gotostep4.

P
If (Nn—1) mod P =0 and 1ZE(n—P+s)>g,then N=n+1,gotostep2.
s=1

P
If (Nn—1) mod P =0 and %Z E(n—P +5) <&, then terminate.
s=1

4. Development of a metaheuristic method for identifying the parameters of a neural network
approximation model based on long short-term memory with a forgetting gate

For the LSTM neural network model, due to its recurrence, there is no parametric identification in the batch
mode, which reduces the learning rate [29-31, 32-34]. To eliminate this shortcoming, this paper proposes a modified
method for optimizing the wasp colony.

For this method, a criterion (goal function) is used, which means the choice of such values of the vector of
parameters (thresholds and weights) that deliver the minimum of the mean square error (the difference between the
model output and the test output).

1& .
F== ot _ 4 )2 5 min
F,El(yu W) i

where ySUt — L -th model response,

dH — L -th test response.

Wasp colony optimization is based on the social behavior of wasps. The position of each wasp in space
corresponds to a solution. The goal of the algorithm is to locate the optima in a multidimensional space using all the
pivots. At each iteration, the strongest wasps will be determined based on the goal function. These wasps and their
environment are modified. Weak wasps die and are replaced by wasps produced by crossing the best wasps. The
weakest wasps are replaced with random wasps. It is proposed to decrease the parameter for generating a new position
as the iteration number increases, in order to ensure the convergence of the method, in contrast to the traditional
method.
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1. Initialization

1.1. To set a parameter O for generating a new position, and 0 < 0 <1.

1.2. To set the maximum number of iterations N, population size K, the maximum number of best wasps
Q , neighborhood size Z , the length of the wasp position vector M (corresponds to the number of parameters of
the neural network), the minimum and maximum values for the position vector X;—nm ) XEnaX , j elM.

1.3. To generate randomly a vector of the best position

X = (X X)), X = X5+ (X =XU0]),
where U (0,1) —a function returning a uniformly distributed random number in a range [O,l].

1.4. To create an initial population P(O)

1.4.1. The wasp number K =1, PO — &
1.4.2. To generate randomly a position vector Xy

X = (Xiegeos Xiw )+ Xig =X+ (X7 = xT"™)U (02)

J J
143. PO = PO U{x 3},
1.44.1F K <K  then K=K +1, gotostep 1.4.2
2. Iteration number N =10.
3. Tosort P by target function, ie., F (%) < F(Xy41)
4. To determine the best wasp in terms of the goal function
k" =arg min F ()

5.1f F (X, +) < F(X') then X = X, *

6. To apply the crossover operator Q to the best (first) wasps

6.1. The wasp number K =1, P+l —
6.2. To select randomly the -th wasp different from the K -th wasp from the best wasps, i.e.

m=round(1+ (Q -1)U(0,), k #m,
where round() — is the function that rounds a number to the nearest whole number.
6.3. To perform a medium crossover over Xy and X, and get the vector Xk
Xk = (Xegrer X )+ Xig = 0.5(X5 + X))
6.4. If F(Xk) < F(ik) , then ik = Xk
65 P = p D gz}
6.6.1f K <Q ,then K=K +1, gotostep 6.2

7. To create a neighborhood for each of the Q best wasps and apply a crossover operator to these

neighborhoods.
7.1. The wasp number k=1

7.2. To create a neighborhood U Xy for the K -t wasp

721.2=1
7.2.2. Solution generation U, from decision Xy

7221 Uy =X + 6( NI\I ”j X —xM")(-1+2U(01). jelM

min

7222 Uy =max{x]"",u,}, U, =min{x{*,u,;} jelM
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723.1fU, gU, then U, =U, U{u,} z=z+1

7.24.1F Z < Z ,thengo to step 7.2.2

7.3. To apply crossover to neighborhood of K -th wasp

731.z=1

7.3.2. To choose randomly different from the Z-th wasp M -th axis from the neighborhood U X * ie.,

m=round(1+ (Z -1)U(01), z#m

7.3.3. To perform a medium crossover over U, and U, , and get a wasp iQ+(k—1)Z+z

YQ+(k—1)Z+z = (YQ+(k—1)Z+z,1""’ iQ+(k—1)Z+z,M ) ,
Xo+(k-1z+2,j = 0-5(Xyj + Xpyj)
73.4.1f F(U,) < F(Xqy(k-1)z+2) - then Xo. (k-1yz+2 =Y,
735 P = PO ULy 1)z}
736.1fZ<Z ,then Z=7Z+1, gotostep 7.3.2
7418k <Q ,thenk =K +1, goto step 7.2
8. To apply the substitution operator, i.e., replace K- (Q + Q . Z) the worst wasps with random wasps
8.1. Thewaspnumber K=Q +Q-Z +1
8.2. To select randomly two different wasps | and M from the best wasps, i.e.
| =round(1+ (Q-1)U (0,1)), m=round(1+(Q-1U(0,1)), I #m
8.3. To execute crossover over X, and X, and get wasp ik

X = (Xewres Xiw )+ X = 0.5(Xpyj +X5)

g3 P = p( D g3 3
8.4.1f K <K  then K=K +1, gotostep 8.2
9.1fN<N —1,then N=N+1, gotostep3

*
The resultis X .

Numerical research
The numerical study of the proposed approach was carried out using the TensorFlow module and its Keras
submodule. The Pandas module was used for tabular data 1/0 and missing value recovery through linear interpolation.
The World Bank economic indicators database (https://databank.worldbank.org/home.aspx ) was used in the
work. The economic indicators of 145 countries for 10 years were used. The size of the initial sample was equal to
1450. The initial sample was divided into training (P=928), verification (232) and test (290).

The length of the input layer N ©) for all networks was 5. The length of the hidden layer N M for the

LSTM-based neural network was N ©) . We propose a parametric identification of the LSTM neural network model
based on the Adam method in batch mode to increase the learning rate. The parameter 1], which determines the

learning rate, was 0.001.

There is no parametric identification of these models based on the Adam method in batch mode for the LSTM
neural network model, due to its recurrence, which reduces the learning rate. We propose to use metaheuristics to
eliminate this shortcoming [33; 34].

It is proposed to decrease the parameter for generating a new position as the iteration number increases, in
order to ensure the convergence of the method, in contrast to the traditional wasp colony optimization method. For
the modified wasp colony optimization method, the parameter for generating a new position was 0.1, the population

K' size was 120, the maximum number of best wasps Q was 10, and the neighborhood size Z was 10. The

maximum number of iterations N was 100.
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Research results
To assess the quality of the approximation, the determination coefficient is calculated in the form

P
> (d, — f(x,,w))?
R? =1 ¥

5 ' R%e[0]],
Z(du B d_)z
p=1

p=l1
The results of comparing the quantitative characteristics of the proposed methods for the parametric

identification of neural network models are presented in Table 1, where M — is the number of parameters for a specific
neural network.

Table 1
Comparison of the qualitative characteristics of the proposed methods for parametric identification of neural
network models

Characteristics of the methods of parametric identification
Neural networks — — - .
Coefficient of determination Computational complexity
LSTM-based neural network without the use of 0785 ~NPM, M=226
metaheuristics and GPU ) (forward / reverse)
IC_EISDLM based neural network using metaheuristics and 0835 “NK

An LSTM-based neural network using metaheuristics and a GPU has a higher determination coefficient, i.e.,
the highest approximation accuracy due to random search, and lower computational complexity due to the use of GPU.

Conclusions

The urgent task of using new approaches to analyze the indicators of foreign direct investment and
macroeconomic indicators that affect the volume of their attraction to a particular country in the world economy was
solved by a connectionist-metaheuristic approach.

The proposed connectionist-metaheuristic approach makes it possible to increase the approximation
efficiency by:

— simplifying structural identification by using only one hidden layer of neural network models;

— reducing the computational complexity of parametric identification by using multi-agent metaheuristics
for recurrent neural network models;

— high approximation accuracy due to the use of recurrent connections in neural network models;

— the possibility of non-linear approximation through the use of neural network models;

— lack of requirements for a priori knowledge of the distribution, weak correlation, homogeneity and
preliminary selection of factors.

— resistance to data noise and data incompleteness due to metaheuristic parametric identification of
recurrent neural networks models.

The proposed approach makes it possible to expand the scope of application of approximation methods based
on the connectionist approach and metaheuristics, which is confirmed by its adjustment for an economic problem and
contributes to an increase in the efficiency of intelligent computer systems related to the economy.

Prospects for further research are the study of the proposed approach for various problems of artificial
intelligence, as well as the creation of methods for analyzing economic.

The research was carried out in accordance with the priority direction of the development of science and
technology in Ukraine "Information and Communication Technologies" and contain some results of the research
"Development of models and methods of biometric identification of people" (state registration number
0119U002860).
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