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Breast cancer in women is a global problem that affects the gene pool. This sickness has become a prevalent cancer threat
for Ukrainian women, while early detection and prophylactics notably raise survival chances, dropping the cost of treatment.
Recurrence event control and forecasting are vital field areas of this problem.

This article deals with data that permits via machine-learning breast cancer recurrences in patients undergoing the therapy.
The renewed data set presented in this paper contains 252 cases, of which 206 did not have recurrent events, but 46 did. This data
set Is an improved version of the well-known Ljubljana breast cancer data set from 1988.

The aim is a lift in the reliability of clinical prognoses of breast cancer recurrence using the updated and improved LBCD.
The list of tasks accompanying this goal is as follows: Estimating relevance ranks for LBCD attributes; Evaluations of noise levels for
attributes, mainly for the class attribute;, Reduction of the dataset by removing irrelevant and noisy data; Imputing (restoring) the
missed values for the class attribute; The simile of the performance for the initial and upgraded dataset.

Our updated dataset has fewer instances (252 instead of 286) and fewer attributes (six instead of ten), aside from the class
attribute being noise-cleaned and its missed values being restored. As a result, the performance of the upgraded data set is much
better than the original one, especially concerning cases of recurrence cancer. It allows clinicians a more reliable machine-learning
diagnosis of breast cancer recurrence using the most known classifiers.

The used dataset is helpful in machine learning models' devising, which shall classify, detect, and forecast probabilities of
recurrence events of breast cancer in clinics. The elaborated dataset ensures a much higher performance for machine learning
algorithms than the initial prototype. Compared to the prototype, the dataset is more compact, comprising 252 instances instead of
286 and 6 attributes instead of 10. This dataset's class (category) attribute is entirely free of noise.

Keywords: machine learning, breast cancer dataset, recurrence events, noise cleaning, performance improving.

TCennaniiit YYUKO, Onbra IPEMUYK

YopHOMOpCHKHIA HaliOHANbHUI YHiBepcuTeT imeni [lerpa Morumu

OBPOBKA JIAHHUX ITPO PEIIUJIUBU PAKY MOJIOYHOI 3AJI03M JIJIA BLIbII
HAJAIMHOI'O IPOT'HO3Y

Pak MOJIOYHOI 3a/1031 Y XKIHOK — r/106asibHa npobrema, sKka BIVIMBAE Ha rEHOGOHA. Lia xBopoba crasna OCHOBHOK
OHKOJIOIMYHOKO 33rPO30I0 [V15 YKPAEIHCLKUX XKIHOK, a il DAHHE BUSIB/IEHHS Ta MPO@INIaKTVKE 3HAYHO MIABULLYIOTH LUGHCH Ha BUKWBAHHS,
SHWKYIOYU BaPTICTb JIiKyBarHHs. KOHTPO/Ib peyMAnBIB Ta iX MPOrHO3yBaHHS € KUTTEBO BaX/MBUMU AIITHKaMN LjiEi npobnemu.

L{s cTatTs CTOCYETHCA AarHuX, SKi AO3BO/ISIOTE 33 AOMOMOIO MALIMHHOMO HaBYaHHS BUSIB/ISTU DELMANBU PaKy MOJIOYHOI
3a/1031 y NALIEHTIB, SKI MPOXo4aTb Tepanito. OHOB/IEHMI HABIP AaHux, MPEACTABAEHMA y LiVi CTaTTi, MicTuTb 252 Buniagkv, 3 skux 206
He Masm peunmsie, ane 46 mamm ix. Led Habip AaHux € BAOCKOHA/IEHOK BEPCIEN BIAOMOro Habopy rpo paK MOIOYHOI 3a/103u
cTBoperHoro B JliobrnsHi 1988 poky.

MeToro € rifBNLYEHHS HAAIIHOCTI KITIHIYHUX MPOrHO3IB peynanBy DaKy MOJIOYHOI 3a/10341 33 [OMOMOIOK0 OHOBJIEHOIO Ta
BAOCKOHaneHoro LBCD. [lepestik 3aB4aHb, 1O CyrpOBOAXYIOTL JOCAIHEHHS LifEi METY, € HacTyrHum: OLIIHKa PaHriB pe/leBaHTHOCTI
4715 atpubyTis LBCD,; OLIHKaE pIBHIB LWyMy 4715 aTPUOYTIB, [O/IOBHUM YUHOM A/151 aTPUOYTY Kaacy, CKOPOYEHHS Habopy AaHUX LL/ISIXOM
BUAG/IEHHS] HEPENEBAHTHUX | 3aluymrieHmnx Aamnx; O6YncieHHs (BIAHOB/IEHHS) MPOMyLERNX 3HaYeHs A5 atpubyTy Kiaacy;
[TopiBHSIHHS TPOAYKTUBHOCTI 4/19 [T0YaTKOBOrO 7@ OHOB/IEHOIO Habopy AaHuX.

Halir oHoBrIeHM HAGIP A3HNX MAE MEHLLE EK3EMITIAPIB (252 3aMicTs 286) | MeHLuE aTpuByTiB (LICTb 3aMICTb AECITH), OKDIM
MOro atTpubyT K/acy OYULLEHO B LLYMY, [ MOro rporyLeHi 3HayYeHHS BIAHOB/IEHO. Y PE3y/IbTaTi MPoAyKTUBHICTE OHOB/IEHOIO HAbopy
AaHnx Habararo Kpaiya, Hix y rpoToTurly, 0Co6/IMBO LYOAO BUINEAKIB peunansy paKky. Lje A03B0NISE KHIUMCTaM rnpoBoanTy 6inbLL
HAAIIHY JIarHOCTUKY PELMANBY PaKy MOJIOYHOI 3371034 33 JOIMOMOIo MALUMHHOIO HABYAHHS Ta HAVBILOMILLIMX KIACUDIKATODIB.

BukopuctaHmi Hablp AaHux € KOPUCHUM [U1S1 PO3POOKU MOJENEN MALUMHHOINO HaBYaHHs, SKI MTOBUHHI KIacU@iKyBaTy,
BUSB/ISITU Ta MPOrHO3yBaTH VIMOBIPHICTb PELMANBIB PaKy MOJIOYHOI 3871031 B KITiHIKax. PO3po6/ieHmi Habip AaHnx 3a6e3reqye 3Ha4HO
BULLY MPOAYKTUBHICTL a/IMOPUTMIB MALLMHHOIO HaABYaHHS], HK 104aTKOBMH pOTOTUI. [TOPIBHSIHO 3 IPOTOTUITOM, HA6IP AaHuX € GiibLL
KOMIaKTHUM. 252 ek3emmispm 3amicte 286 1a 6 arpubytis 3amicte 10. ATpmnbyT Kiacy (kareropii) upboro Habopy AaHunx MOBHICTHO
oYnLEHNH Bif LLYMY.

KITt040BI C/10Ba: MALLMHHE HaBYaHHS], HAOIp AaHHUX M1PO Pak MOJIOYHOI 33/1034, PELIMANBY, OYNLLUEHHS B LLIYMY, MTABULLEHHS
1pOAYKTUBHOCTI.

Introduction

Breast cancer is a highly prevalent form of cancer among Ukrainian women [1]. Women are the primary
carriers of the national gene pool, which makes early diagnosis of breast cancer with the help of artificial intelligence
incredibly important. Machine learning and deep learning techniques are gradually integrated into evidence-based
medicine, and oncology and breast cancer diagnostics are no exception [2]. These computer-assisted techniques can
improve clinical decision-making and patient outcomes[2, 3].

Our attention will be focused on the oldest among several well-known oncology breast cancer datasets, the
Ljubljana Breast Cancer Dataset (LBCD). This dataset has been in use since 1988 [4], and it illustrates the cases where
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a node cap can occur in a female's body, which can lead to the recurrence of breast cancer. Attributes of LBCD (Meta
Data) are the following:

- Age — Age of the patient at the time of diagnosis.

- Menopause — 12 months after a woman's final period.

- Tumor size — Tumor size represents the size of the cancer tumor at the time of diagnosis.

- Inv-nodes- Number of lymph nodes in the armpit that contain the spread of breast cancer visible.

- Node caps — Though the outside of the tumor seems to be contained, cancer may expose the risk of
metastasis to the lymph node.

- Degree of malignancy — Grade of cancer that is visible under a microscope.

- Breast — Which side of the breast does breast cancer occur.

- Breast quadrant- Regions from the nipple area where breast cancer occurred.

- Irradiation: Treatment that destroys cancer cells.

The class attribute has two possible values: {no-recurrence, recurrence}. There are a total of 286 cases
(instances) in the dataset. Of these, 201 belong to the first class without repeats, while 85 belong to the second class
with recurrences [4]. One can see that the dataset is pretty imbalanced regarding the possible classes.

Related works

Between 2001 and 2019, the UCI machine learning repository listed 147 papers that cited the dataset [4].
This means that the dataset was referenced in approximately eight articles per year. Recently, a few dozen papers have
been added to this list. As a result, it is virtually impossible to analyze each of these works individually.

However, it is noteworthy that most of these works attempted to achieve better results by improving the
machine-learning algorithms while keeping the dataset unchanged. Only a few authors have taken the opposite
approach, focusing on improving the dataset through optimal feature selection [2, 5, 6], denoising [7,8], or restoring
missing values [9]. It is rare for authors to use a combination of these three methods.

A balanced dataset contains an equal or almost equal number of samples from the positive and negative
classes. The medical datasets often are out of this rule. One can find the consequences and solutions in the review
[10]. For example, AU PRC (area under the Precision-Recall Curve) is better as the integral evaluation of the
performance than traditional AU ROC (area under the Receiver Operator Characteristic) in this case [11]. We are
going to take these recommendations further.

The Waikato Environment for Knowledge Analysis (Weka) is a Java-based software developed at the
University of Waikato, New Zealand. It is free and licensed under the GNU General Public License [12]. Its purpose
is to mine data, especially from vast datasets. The latest versions of Weka contain a modern collection of various
algorithms and means of machine learning with powerful visual support. Weka was used in the research displayed in
this paper.

Main goal and tasks of the research

Let us formulate the primary goal of this study. The aim is a lift in the reliability of clinical prognoses of
breast cancer recurrence using the updated and improved LBCD.

The list of tasks accompanying this goal is as follows:

- Estimating relevance ranks for LBCD attributes

- Evaluations of noise levels for attributes, mainly for the class attribute.

- Reduction of the dataset by removing irrelevant and noisy data.

- Imputing (restoring) the missed values for the class attribute.

- The simile of the performance for the initial and upgraded dataset.

Experimental design, datasets, and methods
The raw initial dataset (LBCD) was borrowed from [4]. This dataset has 286 instances (201 without Breast
Cancer recurrence events and 85 having ones). Each instance was described by ten, including the class attributes. The
code table for nine attributes of the raw dataset, excluding the class, is hosted in Table 1.

Table 1.
Coding table for nine attributes of the raw dataset
Attribute deg— irradiated | node-caps | tumor-size | inv-nodes age breast- breast Meno
malign quad pause
Code (IDs) 1 2 3 4 5 6 7 8 9

Feature ranking and selection
As a rule, authors who work with machine learning and have performed attribute ranking exploit for this
purpose one, rarer two, or three algorithms. There will be seven ranking algorithms in use. Therefore, they also need
a code table, Table 2.
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Table 2.
Coding table for seven algorithms (evaluators) used for attribute ranking
Evaluator Symme‘”cﬁ'— Pairwise_Corr Info_Gain_Att | Gain_Ratio_At | Classifier_Attr | Correlation_At
Uncert_Attribu - - - o= L Cfs_Subset
1 elation_Attrib ribut trib ibut trib -
Code (IDs) a b c d e f g

Thus, one can frame a rank matrix for nine attributes obtained by seven evaluating algorithms. Hence, the
ranks matrix has nine columns and seven rows. The highest rank is 1, and the lowest is 9. This matrix has such a form:
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Thence, the columns of the matrix (1) are labeled by codes from Table 1, while the rows are by codes from
Table 2. Note that most evaluators rank the last four attributes by lower ranks (6-9) almost in unison, being less united
for the first five.
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Fig 1 Heat Map of the Ranking matrice (left-hand side) and box plot (Tukey's chart) of its columns (right-hand side); the height of the
boxes shows the corresponding interquartile ranges, while the horizontal segment at the boxes' ""waist" is a median.

Figure 1 shows the Heat Map of the matrix (1) and the box-and-whiskers plot (Tukey's chart) for its columns.
The structure of the rank's matrix, its heat map, and the box plot of its columns all testify about the presence of two
subsets of attributes:

- The first five have between 1-th and 5-th ranks and manifest relatively high variability of ranks if
the interquartile ranges evaluate that as in the box plot;

- The last four attributes have no visible variabilities (zero interquartile ranges), lower rank from 6 to
9, and occupy the dark side of the Heat Map.

So, the order of attributes in Table 1 corresponds to the ascending order of the rank matrix (1) columns, their
medians, and the "darkening" of the heat map columns. After that, one can consider the last four attributes of Table 1
as less relevant in simile to the first five.

Noise cleaning and dataset reduction

First, we reduced the number of attributes from ten to six by removing the last four attributes with lower
relevance ranks (from 6 to 9) in Table 1 from the dataset. Thus, the intermediate dataset had 286 instances and six
attributes, including class.

Then, this dataset was filtered using CAIRAD (Invalid Record Analysis and Attribute Value Discovery [7]).
This filter allows one to mark all questionable (incorrect) attributes as missing values. Next, all instances with three
or more incorrect attributes, meaning half of them or more, were deleted. That reduced the dataset to 252 instances.

It is well-established that incorrect values in class attributes are the most harmful among all the noises present
[8]. Even after applying filters, the dataset still contained 35 incorrect values, which accounted for 14% of the total
values in the class attribute (see Fig.2).
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Fig. 2 Column graph for the noise levels for the first five attributes of Table 1 (1-5) and class attribute (6)

That initiated the imputation procedure (restoring correct values) for detected via filtering, denoted as missed
ones. There exist many ways of such an imputation, and the algorithm [5] has been used here. The imputation was
used only for the class attribute; other noises (1% to 14% dependent on the attribute) were considered missed values.
As a result, the dataset was upgraded to 252 instances with six attributes each. Two hundred six of them are without
recurrence events, whereas 46 have recurrence. Thus, the upgraded dataset is surely imbalanced even more than the
raw one. Each instance has five nominal attributes with moderate noise levels. However, the class attribute, the sixth
one, is free of noise.

The authors would like to underline two limitations of the upgraded dataset that is accessible in [13]:

First, the dataset still holds 16 instances from 252, with two missed attributes from six; perhaps these
instances should also be removed.

Second, five attributes still have missing values, on a level of 1% to 14%, which may be restored.

Performance simile of datasets

To compare the performance of the two datasets, we analyzed the main performance indexes of the original
[4] and upgraded [13] datasets wusing a version of the J48 classifier. Specifically, we used
"weka.classifiers.trees.J48Consolidated -A -C 0.25 -M 2 -Q 1 -RM-C -RM-N 99.0 -RM-B -2 -RM-D 50.0".

Let us start with two confusion matrices, which serve as an origin for calculations of most performance
indicators [14]. The structure of a confusion matrix is as follows :

- True Positive (TP): Observations are positive and are predicted to be positive. The value of TP is
located in the left upper cell of the 2x2 matrix

- False Negative (FN): Observations are positive but are predicted to be negative. Right upper cell.

- True Negative (TN): Observations are negative and are predicted to be negative. Right lower cell

- False Positive (FP): Observations are negative but are predicted to be positive. Left lower cell.

So, the diagonal elements of the confusion matrix show the numbers of correctly classified instances for each
binary class. In contrast, quantities of incorrectly classified instances are shown by non-diagonal cells. Table 3 displays
both confusion matrices.

Table 3.
Confusion matrices for raw and upgraded datasets
Dataset Raw Upgraded
153 48 190 16
Confusion matrices
46 39 5 41

Note that the upgraded dataset has 252 instances instead of 286 in the raw one. Nevertheless, there is evidence
that the number of correct predictions increased while the number of incorrect ones dropped. A more detailed
comparison of the datasets is provided in Table 4.
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Table 4
Performance indicators for raw and upgraded datasets
Datasets Classes Precision Recall F-measure MCC AU PRC
Raw no-recurrence 0.769 0.761 0.765 0.219 0.758
recurrence 0.448 0.459 0.453 0.219 0.434
Upgraded no-recurrence 0.971 0.922 0.948 0.751 0.979
recurrence 0.719 0.891 0.796 0.751 0.776

In evaluating prediction models, MCC (Matthew correlation coefficient) and AU PRC (area under the
Precision-Recall Curve) are two critical measures. MCC considers all four elements of the confusion matrix and
produces higher scores closer to 1 only if the prediction ensures reasonable rates for all four categories. In other words,
MCC comprehensively evaluates the model's performance independent of a class. For the upgraded dataset, the MCC
score tripled and achieved a value of 0.751, indicating a significant improvement in the model's accuracy.

Another integral but class-dependent performance indicator (AU PRC) increases, especially for the second
class (cancer recurrence). Tables 3 and 4 show the higher classification performance concerning the updated data set.
It means more reliable diagnostics, declared the goal in section 1.2.

Comclusions

The dataset [13] is helpful in machine learning models' devising, which shall classify, detect, and forecast
probabilities of recurrence events of breast cancer in clinics.

The elaborated dataset ensures a much higher performance for machine learning algorithms than the initial
prototype [4].

Compared to the prototype, the dataset is more compact, comprising 252 instances instead of 286 and 6
attributes instead of 10.

This dataset's class (category) attribute is entirely free of noise.
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