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DYNAMIC PROGRAMMING FOR THE INVENTORY MANAGEMENT PROBLEM
SOLUTION IN LOGISTICS

Currently, there is a problem of methods insufficient efficiency for finding solutions to the inventory management
problem. The research object is the process of solving inventory management problems. The research subject is methods for
finding a solution to the inventory management problem based on dynamic programming. The research goal is to increase the
efficiency of finding a solution to the inventory management problem through dynamic programming. A method based on
deterministic dynamic programming, a method based on stochastic dynamic programming, a method based on Q-learning, and a
method based on SARSA were applicated for the inventory management problem. There are advantages of the methods. of
Methods modification of deterministic and stochastic dynamic programming, Q-learning, and SARSA due to dynamic parameters
makes it possible to increase the learning speed while maintaining the root-mean-square error of the method. The numerical study
made it possible to evaluate the methods (for modifying the deterministic and stochastic dynamic programming methods, the
number of iterations is close to the number of stages; for both methods of deterministic and stochastic dynamic programming, the
root mean square error was 0.02; for modifying the Q-learning and SARSA methods, the number of iterations was 300, for both
methods of Q-learning and SARSA, the root mean square error was 0.05). These methods make it possible to expand the scope of
dynamic programming, which is confirmed by their adaptation to the inventory management problem and helps to increase the
intelligent computer systems efficiency for general and special purposes. The application of these methods for a wide class of
artificial intelligence problems are the prospects for further research.

Keywords: dynamic programming, reinforcement learning, inventory management, Q-learning method, SARSA method,
parallel information processing

€sren PEJIOPOB, Onsra HEUMITOPEHKO

UYepkachKuil NepKaBHUH TeXHOJIOTIYHUH YHIBEPCUTET

Terana HECKOPOJIEBA

YMaHChKHIT HAl[IOHATIBHHUIN YHIBEPCHTET CaliBHHLITBA

Mapuna JIEIIIEHKO

Yepkacbkuil Iep)kaBHUI TEXHOJIOTTYHUI YHIBEPCUTET

JUHAMIYHE ITPOI'PAMYBAHHA JJISA PILNEHHSA 3ABJJAHHSA YIIPABJITHHSA
3AITACAMMU Y JIOT'TICTHULI

B gaHmi 4ac icHye npobriemMa HEeZoCTaTHbOI €QeKTUBHOCTI METOLIB OLYKY BUDILIEHHS 33434 Yrpas/liHHS 3anacami.
Ob6'eKTOM AOCTKEHHS] € BUPILLEHHS] 3aBAaHb yrpassiHHA 3anacamu. [IpeameTom [OCIMKEHHS € METOAN [IOLYKY BUPILLIEHHS
3aBAAHHS YrPaB/IiHHA 3aracamMu Ha OCHOBI ANHAMIYHOIO MporpamMyBaHHs. MeToro poboTtu € riaBuILEHHST epEKTUBHOCTI MOLYKY
BUPILIEHHS 33434 YrPaB/IiHHS 3arnacamu 3a paxyHoK ANHaMIYHOIro rporpamyBaHHs. /19 AOCIrHEHHS IOCTaB/IEHOI MeTU B poboTi
6y/1M CTBOPEHI: METOA HA OCHOBI AETEPMIHOBAHOrO ANHAMIYHOIO IPOrpamMyBaKHs, METO4 HA OCHOBI AMHAMIYHOIO CTOXacTU4YHOIo
TIPOrpamyBaHHs, METO4 Ha OCHOBI Q-HAaBYaHHS, METO4 Ha OCHOBI SARSA 4/15 3aBhaHHs yripas/iiHHA 3anacamu. [jo nepesar
3arporioHoBaHNX METOQIB HaNeXuTb HAcTynHe. Mogugikauyisi MeTodis AE€TEPMIHOBAHOrO Ta CTOXacTMYHOIo AMHAMIYHOIO
porpamyBanHs, Q-Has4yaHHs 1@ SARSA 3a paxyHOK AMHAMIYHUX 1aPamMeTpiB [O3BOJISE MIABALYNTH LUBUAKICTL HABYAHHS pH
36EpEXEHHI CEPEAHBOKBAAPATUYHOI omMwiku MeTody. [IpOBEAEHE YUCEIbHE AOCTMKEHHS LO3BO/IN/IO OLIHUTH 3aMPOIMOHOBAHI
MeToan (415 Mognikalii METoaIB AETEPMIHOBAHOIO Ta CTOXaCTUYHOIO AUMHAMIYHOIO MPOrpamyBaHHs KiflbKiCTs ITepalivi 6/m3ska 40
KIIbKOCTi €Tarlis, A4/15 060X METO4IB AETEPMIHOBAHOIrO Ta CTOXaCTUYHOIO AMHAMIYHOMO [POrpamMyBarHs CEPEAHbOKBALAPATUYHA
nomuika cknana 0.02, gis mognikayii metogiBs Q-HaByaHHS 1@ SAR merogiB Q-HaB4aHHS Ta SARSA cepesHbokBagpatyHa
nomwiika ckniana 0.05). 3anporoHoBaHi METOAM [A03BOJISIOTE PO3LMPUTU CREPY 3aCTOCYBaHHS ANHAMIYHOIO MporpamyBaHHs, O
NIATBEPMKYETLCA IX aAANTaLieE0 A1 3aBAAHHS YIIPaB/liHHS 3arnacamm 1a CrpUsIE MIABHLLYEHHIO €QEKTUBHOCTI [HTEIEKTYallbHUX
KOMITIOTEDHUX CUCTEM 3araslbHoro T1a CreLIanbHOMro IPU3HaYeHHs. [lepcrektnsamy ofanblumx LAOCMKEHb € AOCTIMKEHHS
3arporioHOBaHNX METOAIB A/151 LUMPOKOro K/1acy 3a4a4 LUTYYHOO HTE/IEKTY.

KImo4oBI ¢/10Ba.; ANHAMIYHE POrpamMyBaHHs, HaBYaHHS 3 TMIAKPINVIEHHSM, Ypas/iHHs 3arnacamv, MeTos Q-HaBYaHHS,
meTog SARSA, napanesibHa 06pobka iH@opmauii

Introduction
Modern companies are optimizing their business processes based on lean manufacturing technology and the
theory of constraints technology. The method's relevance for intellectualizing the “lean production” and “theory of
constraints” technology which are based on the solution of optimization problems, for example, the problem of
inventory management, increases significantly nowadays [1-2].
Optimization methods that find an exact solution have high computational complexity [3-5]. Optimization
methods that find an approximate solution through a directed search have a high probability of hitting a local
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extremum [6-8]. Random search methods don’t guarantee convergence [9-12]. The problem of optimization
methods' insufficient efficiency should be solved in this regard.

Related works

Today, many optimization problems are solved using reinforcement learning methods, based on dynamic
programming.

Existing reinforcement learning methods have one or more of the following disadvantages:

— there is only an abstract method description or the method description is focused on solving only a
specific problem [13-14];

— the method convergence isn’t guaranteed [15-16];

— the iteration number influence on the finding a solution process isn’t considered [17-18];

— there is no possibility of solving constrained optimization problems [19];

— insufficient accuracy of the method [20];

— the procedure for determining parameter values is not automated [21].

The task of constructing effective reinforcement learning methods is actually nowadays [22-24].

The research goal is to minimize costs of overproduction and inventory excess by creating effective
optimization methods based on dynamic programming and parallel information processing technology.

Research problem
The efficiency-increasing problem of finding a solution to inventory management based on dynamic

programming methods is presented as the problem of finding a solution x*, where the goal function is
F(x")— min and T —> min .

We proposed to use a combination of two functions as a goal function:
F(x,z)=Fl(x,z)+ F2(x,z) > min ,
X

M
Fl(x,2)= Y wl-max{0,z™" = (x,, + 1 = Dy},
m=1
M
F2(x,z)= Y w2-max{0,x,, +Zy_1 — Dy -z},
m=1
Zm =Xm + Zm—1—Dm
where F(-) — a goal function, F1(-) — the costs of stockouts, F2(-) — storage costs of goods, wl — the
profit from the sale of one unit of goods (it is set), w2 — the cost of storing one unit of goods (it is set), x,, —
quantity of purchased goods from the supplier during the m " stage, z,, — the amount of inventory of goods at the

max

end of the m™ stage, zy — the initial quantity of inventory of goods (it is set), zmin,z — the minimum and

maximum quantity of goods inventory at the end of each stage (it is set), D; — the quantity of goods sold during the
m ™ stage (it is set), M — number of stages.
2™ can be considered as the boundary between the black and red stock buffer zones. z™2* can be

considered as the boundary between the green and blue stock buffer zones. Getting into the inventory buffer black
zone is described by the condition Fl1(x,z) > 0. Getting into the red/yellow/green inventory buffer zone is described

by the condition F1(x,z)+ F2(x,z) =0. Getting into the blue inventory buffer zone is described by the condition
F2(x,z)>0.
There is a restriction on the quantity of purchased goods from the supplier, i.e.,

min max
X <x, <Xx
m , mel, M,

min _max
where ¥ X — are the minimum and maximum quantity of purchased goods from the supplier during
each stage.

Method to solve the inventory management problem based on deterministic dynamic programming
There was a proposed method to solve the problem of inventory management based on deterministic
dynamic programming.

¢1(z1) = min F(x1,20) ,
X
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O (Zm) = min{Fy, (Xps Zm—1) + Om1(Zm—1)}» me2,M ,

Xm

Fon > 2m—1) = Flyy e s Zp—1) + F 2 (X 2 —1)

Flyy (o zy—1) = wl-max{0, 2™ — (x, + 21 = D)}

F2,,(Xm»>Zm—1) = w2-max{0,x,, + z,,_1 — Dy — 2"}

1
Zm =X+ Zy—1 — Dy

where ¢,,,(z,,) —minimum costs for the amount of inventory goods z,, at the end of the m " stage.

Method to solve the inventory management problem based on stochastic dynamic programming
According to this method, the inventory buffer can be in the black zone (state 1), red/yellow/green zone
(state 2), and blue zone (state 3). The state diagram of the inventory buffer is shown in Fig. 1.

Fig. 1. The state diagram of the inventory buffer

S —
e1() =miny D p;j(x1,20)r(x1.20) { , i €L,
X1 ]:1
S — —
@y (i) = min Zpij(xkazm—l)(rlj(xk’zm—l)'Hpm—l(j)) ,i€LLS, me2,M,
X .
m ]:1

(Fly(pozim-1) >0 A j=1)v
1, (Flm(xmszm—l)+F2m(xmszm—1):OAJZZ)V

(Fzm(xmazm—l) >0nj= 3)
0, otherwise

Pij X Zm—1) = ,iel,S,

Fly(xmszm-1),  J=1 .
rl-j(xm,zm_l)z 0, j=2,i€l,§,
F2,(xn.2m-1), J=3

Flyy (i zy—1) = Wl max{0, 2™ — (x,, + 21 = D)}

F2,,(Xm»>Zm—1) = w2-max{0,x,, + Z,,_1 — Dy — 2"}

Zm =Xm + Zm—1— Dy,
where ¢, (i) — is a minimum cost when the inventory buffer state transitions from state i at the end of the
m ™ stage, Pij(Xm»zm—1) — is the probability of the inventory buffer transition from state i to state j in the case of

the goods purchased amount from the supplier x,, and the inventory goods amount z,, 1, 7;; (xy,,z;,—1) —are costs

that arise when the inventory buffer moves from state i to state j in the case of the goods purchased amount from the
supplier x,, and the inventory goods amount z,,_;, S — is a number of inventory buffer states, S=3.

The stochastic dynamic programming advantage is the ability to describe the dynamic inventory buffer
management model in the inventory buffers state visual diagram.

Method to solve the inventory management problem based on Q-learning with dynamic parameters
The method based on Q-learning with dynamic parameters consists of the following steps:
1. Initialization.
1.1. To set the maximum number of iterations N , the number of stages M , the profit from the sale of one
goods unit wl, the cost of storing one goods unit w2, the minimum and maximum goods amounts purchased from

min _max
X ,X

the supplier , the minimum and maximum amounts of goods inventories at the end of each stage
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ZMin ZMaX - the jnitial amount of goods inventories zq, the amount of goods sold are set D,,, mel,M

>

max

min _max min min _max
parametersP P (to control the learning rate), O <P <P <l varameters € € for the e-greedy

min max min pmax
approach, 0<&" " <& <l narameters O -9

0<OMN <oMX <1

(to determine the importance of the future reward),

1.2. To initialize the reward table € =[2(.J)] , U O, i,jel,M.

2. Iteration number n=1.
3. To calculate the parameters:

i -1
n) = pMax _ (ymax _ min n
p(n)=p (P P )N_ll
i -1
e(n) = gMaX _ (gMmax _ min n
(n) ( oy
: i -1
0(n) = pMin | (gmax _ gmin n
(n) ( s

4. To set the initial state (initial amount of goods inventory) s =z .

5. To set the stage starting number 7 = 1
6. To select an a action (the amount of goods purchased from the supplier), it is necessary to move from

state s, using the e-greedy approach (if U.1) <&(m) , then to select an action a randomly from the allowed actions

min _max a =argmax Q(s,b) min _max
set X} otherwise to select an a action: b , e The a action becomes a

new component of the vector of the amount of goods purchased from the supplier vector, i.e. x,, =a .

7. If the last stage ” =M | then go to step 13, otherwise 72 =m+1,

8. To calculate the element of the current reward table R(s,a) :

R(s,a) = —(wl‘max{O,zmin —(a+s—Dy,)}+w2-max{0,a+s—D,, —zMaxy

9. There are a new state (the amount of the product inventory) €= 4*5~Pm

10. To calculate the element of the reward table 2(5>9) -

s,a)=(1-p(n s,a)+p(n)| R(s,a)+06(n)max Q(e,b :
O(s,a) = (1=p(n)Q(s,a) +p( )( (s,a)+6(n) p o )] be femin max,
11. To set the current state (amount of product inventory) s =e. Go to step 6.

12. If the best value of the goal function at the current iteration is less than the best value of the goal

function for all previous iterations, i.e., F(x)<F(x*), then replace the best vector of the amount of goods

purchased from the supplier, i.e., X =x.
13. If it isn’t the last iteration, i.e., n <N, then go to step 3.

SARSA-based method to solve the inventory management problem with dynamic parameters

The SARSA (State Action Reward State Action) method with dynamic parameters consists of the following
steps.

1. Initialization

1.1. To set the maximum number of iterations N , the number of stages Af , the profit from the sale of one
unit of goods wl, the cost of storing one unit of goods w2, the minimum and maximum amounts of goods

min _max
purchased from the supplier ¥ % , the minimum and maximum amounts of goods inventories at the end of

each stage zmin,zmax, the initial amount of goods inventories zg, the amount of goods sold by stages D,,,

min _max

_ max
mel,M , parameters PP (to control the learning rate),

0<p™ <p < min _max

I parameters & -& for

max emin gmax
9

min
the e-greedy approach, 0<e™™ <e <1, parameters (to determine the importance of the future

reward), 0<6™" <™ <1
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1.2. To initialize the reward table: € =[2G/ , 0@, /) =0 i, jel,M .

2. lteration number n=1.
3. To calculate the parameters:

i -1
n) = pMax _ (ymax _ min n
p(n)=p P )—N_l,
i -1
g(n) = gMaX _ (gMmax _  min n

N-1 ]
0(n) = emin +(9max _emin)”__1
N-1
4. To set the initial state (initial amount of goods inventory) s = z .
5. To set the stage starting number 7 =1
6. To select an a action (the amount of goods purchased from the supplier), it is necessary to move from
states, using the g-greedy approach (if v.1) <& , then to select an action a randomly from the allowed actions

min _max —argml?xQ(s ,b) bhe {xmln max

set O } , otherwise to select an a action: } .The a action becomes a

new component of the vector of the amount of goods purchased from the supplier vector, i.e. x,, =a.

7. If the last stage 7 =M | then go to step 13, otherwise 7 =m+1,

8. To calculate the element of the current reward table R(s,a) :

R(s,a) = —(wl-max{0,z™" — (a+ s — D)} + w2-max{0,a+s — D,, —z™%}) .

9. There are a new state (the amount of the product mventory) =a+s—Dy

10. To select an ¢ action (the amount of goods purchased from the suppller) it is necessary to move from
state e, using the e-greedy approach (if U.1) <&(m) , then to select an action ¢ randomly from the allowed actions

min _max ¢ =argmax Q(e,b) mm max
} b beix

set o , otherwise to select an ¢ action: } .The ¢ action becomes a

new component of the vector of the amount of goods purchased from the supplier vector, i.e. x,, =c.

11. To calculate the element of the current reward table O(s,a) :
O(s.a) = (1-p(n)O(s,a) + p(n)(R(s,a) + B(n)Q(e,))
12. To set the current action (the amount of goods purchased from the supplier) a =c¢. Go to step 7.
13. If the best value of the goal function at the current iteration is less than the best value of the goal

function for all previous iterations, i.e., F(x)<F(x*), then replace the best vector of the amount of goods

purchased from the supplier, i.e., X =x.
13. If it isn’t the last iteration, i.e., n < N, then go to step 3.

Algorithm to solve the inventory management problem based on deterministic dynamic programming
An algorithm has been developed for implementation on a GPU using the CUDA parallel information
processing technology. It is presented in Fig. 2. This block diagram has the following steps.
Step 1 — To specify a discrete set of the number of goods purchased from the supplier by the operator

X = {x™ ™3y \ith capacity K , the amount of goods sold during all stages D = (Dj1..... Dy ), the initial
quantity of goods inventories z( .
Step 2 — To set the function value ¢y(zg)=0.

Step 3 — To set the stage numberm =1.
Step 4 — To compute a functions combination F,,(xz,z;—1) + @m—1(zm—1) using K GPU threads, which

are grouped into 1 block. Each thread calculates the function value v, (xx,z;—1) -
Step 5 — To determine the best quantity of the number of goods purchased from the supplier during the m ™"

stagex;kn, using K GPU threads that are grouped into 1 block based on parallel reduction

* .
Xy =TGNy (X, Zpyp—1) -
Xie

Step 6 — To calculate the function value: ¢,,(z,,) = \ym(x;kn,zm_l) .
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Step 7 — To calculate the number of product inventory at the end of the m " stage z,, = x; +Zy_1— Dy -

Step 8 — The stop conditions: If m <M ,thenm=m+1, and go to step 4.
Step 9 — To write the resulting global best position to the database.

2. m=1

|
3. 0,(z0)=0

N
v

4. Calculate 7 (x,,z, )+o, (z,)

|

5. Calculate x*

'

6. Calculate ¢, (z,)=v, (x,,2,,)

'

7. Calculate z, =x, +z, , - D,

<>

+

A

Y
9. Write x* | “

Fig 2. Flowchart of the algorithm for solving the inventory management problem based on deterministic dynamic programming

Algorithm to solve the inventory management problem based on based on stochastic dynamic programming
An algorithm is intended to be implemented on a GPU using the CUDA parallel information processing

technology and is similar to the algorithm in Fig. 2. This block diagram has the following steps.
Step 1 — To specify a discrete set of the number of goods purchased from the supplier by the operator

X = {x™ ¥M3Xy with capacity K , the amount of goods sold during all stages D = (Dj.....Dyys) the initial
quantity of goods inventories z .

Step 2 — To set the function value: ¢g(/)=0, /€ 1_3 :

Step 3 — To set the stage number m =1.
3
Step 4 — To compute a functions combination: Zplj(xk,zm_l)(rlj(xk,zm_l)+(pm_1(j)) using K GPU
j=1
threads, which are grouped into 1 block. Each thread calculates the function value v, (i, X, z,,—1) -
Step 5 — To determine the best quantity of the number of goods purchased from the supplier during the m ™

stagexfn, using K GPU threads that are grouped into 1 block based on parallel reduction

% . .
Xpy = Argminp, (i, X, Zjy—1) -
Xk

Step 6 — To calculate the function value: ¢, (i) =y, (, x;,zm_l) i€ 1,_3 .

Step 7 — To calculate the number of product inventory at the end of the m " stage: z,, = x;; +2Zm—1 =Dy,

Step 8 — The stop conditions: If m <M ,thenm=m+1, and go to step 4.
Step 9 — To write the resulting global best position to the database.
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Experiments
A numerical study was carried out using the Python package. For Q-learning methods, SARSA, dynamic

min _ max _
=0.Lp =09 (to control the learning rate), the value of the

parameters, the value of the parameters isP
0™ =0.1,0M** =0.9

g™ =01, =0.9 :
parameters is Ve ~— V7 for the e-greedy approach, the value of the parameters is

(to determine the importance of the future reward).
The solution search was based on data from the logistics company “Ekol Ukraine”.

The parameter dependence (") is defined as N =1 (Fig. 3).

n-1

The parameter dependence 0(n) (Fig. 3) on the iteration number n shows that its share increases with the
iteration number.

11

0,9 A
0,8 -
0,7 4

06

teta(n)

05 A

04 A

0,3 A

0,2

0,1

0(n)

on the iteration number n

p(n) = pmax _(pmax _pmin) —
The parameters dependence P and s defined N-1 and

Fig. 3. The dependence parameter

in. n—1
e(n) = gmax _(Smax _gmin

N -1 (Fig. 4).

ro(n), eps(n)

Fig.4. The dependence parameters 0(n) and &(n) on the iteration number n
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The parameters dependence p(n) and &(n) (Fig. 4) on the iteration number n shows that their share
decreases with increasing iteration number.

The comparison results in methods of deterministic and stochastic dynamic programming based on CUDA
technology (DDP and SDP with CUDA) with traditional methods of deterministic and stochastic dynamic
programming (DDP and SDP without CUDA) using the computational complexity criterion (T) are presented in
Table 1 (K — is the power of a discrete set of number of goods purchased from the supplier, A7 — is the number of
stages, S — is the number of states of the inventory buffer, S=3.

Table 1
Comparison of the methods based on CUDA technology with traditional ones
Criteria Dynamic programming methods
DDP with CUDA DDP without CUDA SDP with CUDA SDP without CUDA
T M -logy K M-K SM -logy K S?M K

The comparing results of the proposed Q-learning method with dynamic parameters and the traditional Q-
learning method based on the mean square error criterion and the iterations number to solve the inventory
management problem are presented in Table 2. Similar results were obtained for the proposed SARSA method with
dynamic parameters and with the traditional SARSA method.

Table 2
Comparison of the optimization method with the traditional Q-learning method based on the mean square
error criterion and the iterations number to solve the inventory management problem

Method’s mean square error Iterations number

the proposed method the current method the proposed method the current method

0.05 0.05 300 2000

There are some advantages of the proposed methods.

1. The searching minimum process reduces the computational complexity due to parallel reduction (Table
1). The method’s mean square error for all four methods was 0.02.SDP allows constructing a states visual diagram
of the inventory buffer, but has greater computational complexity than DDP.

2. The Q-learning and SARSA methods modification makes it possible to increase the learning speed due
to dynamic parameters while maintaining the method’s mean square error (Table 2).

Conclusions

1. The problem of inventory management as an integral part of effective supply chain management is
examined in the research. Deterministic and stochastic dynamic programming methods were chosen to improve the
quality-solving problem. Parallel algorithms based on CUDA technology were proposed for these methods. It was
possible to ensure the high speed and accuracy of the solution, as well as to construct a states visual diagram of the
inventory buffer.

2. The modification of Q-learning and SARSA reinforcement learning methods using dynamic
programming with dynamic parameters in the reward table update rule was proposed which allows increasing the
learning speed. The Q-learning and SARSA methods modification allows to ensure solution high accuracy due to
the entire search space exploration in the initial iterations and the search direction in the final iterations.

3. The methods are intended for software implementation in the Matlab package using Parallel Computing
Toolbox. This speeds up the finding solution process. The software according to methods implementation was
developed and researched based on data from the logistics company “Ekol Ukraine”. The experiments confirmed the
performance of the developed software and allowed us to recommend it for solving supply chain management
problems. are Methods testing on a wider set of test databases are the prospects for further research.
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