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The purpose of this article is the development and description of the method of organizing inter-module data exchange,
that is based on the parametric presented subsystems, as well as the evaluation of the effectiveness of the developed
multiprocessor computing systems. The authors propose a method of organizing inter-modular exchanges, which is based on the
parametric presented subsystem. When developing programs using parallelization algorithms, parameters are used that set specific
values for the subsystem. These values are determined during the formation of the subsystem. This makes the program
independent of the graph of subsystem inter-module connections, on the basis of which this program will be implemented. The
effectiveness of the computer system depends on a set of characteristics, which include: performance, reliability, probability of
results, stability, manufacturability and others. To compare computer systems as a criterion of efficiency, it is necessary to adopt a
comprehensive indicator that will take into account the main indicators. The real efficiency of a computer system is determined by
the time it fulfils its functional purpose. Accordingly, the more reliable the system, the more relative time it is used for its intended
purpose and the greater its efficiency. Thus, when comparing computer systems, it is necessary to compare their performance
taking into account the real reliability of the system. At the same time, depending on the classes of problems being solved, the
influence of various indicators (including reliability) on the efficiency of the system changes. Based on the results of the research,
the following conclusions can be drawn: the most effective are the computer systems that are implemented on the developed MO.
This fact is clearly visible from the comparison of the time spent on calculating not only the test task, but also when calculating the
test equation with the test parameters.
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Bonogumup XOPOUIKO, Cepriit 3UBIH

HarmionanpHuii aBianiifHuil yHiBepcHTeT

METO/I OPT AHI3AIIII MIZKMOJYJbHOI'O OBMIHY TAHUMHU

Meroro JaHoi CTaTTi SBASETECS PO3POOKa | OIUC METOLY OpraHi3aLlii MKMOZY/IbHOrO OOMIHY AaHWMM, SKuH 3aCHOBAHO Ha
18pamMeTPUYHOMY MPEACTAB/IEH] MIACUCTEM, @ TAKOX OLIIHIOBAHHS €QEKTUBHOCTI PO3POBIIEHOI My b TUITPOLIECOPHOI 0O6YNCIIOBA/TIbHOI
cucremu.

ABTOpamu nporoHyeETECI METOA OpraHi3auii MKMOLZY IbHUX OOMIHIB, KU 3aCHOBaHUY HA MapaMETPUYHOMY MPEACTAB/IEH]
nigeucremu. [Ipy po3pobLi rporpam 3 BUKOPUCTaHHSM a/IrOPUTMIB PO31apasiesItoBaHHS BUKOPUCTOBYIOTLCS 1apamMeTpH, SKi 3a4aroTb
MACUCTEMY KOHKDETHUMM 3HAYEHHSIMY, SIKI BU3HAYAIOTLCA U QPOPMYBAaHHI rigcucremu. Lle pobuts rnporpamy He3asiexHor Big
rpaga MiKMOZY/IbHUX 3B S3KIB MIACUCTEMH, Ha BA3nCi SKOI LS nporpamMa byAe peasli3oBaHa.

EQeKTUBHICTE 06YNCIIIOBA/IbHOI CUCTEMU 3a7IEXUTL Bl KOMITIEKCY XapakTEPUCTUK, A0 SKOrO BXOAATb: MPOAYKTUBHICTS,
HAUIAHICTb, VIMOBIPHICTb pDE3Y/IbTATIB, CTIMKICTE, TEXHOJIOMYHICTL Ta IHLN, [J15 MODIBHSHHS OOYUC/IIOBA/IbHUX CUCTEM Y SIKOCTI
KPUTEDIST eQeKTUBHOCTI HEOOXIAHO NPHMIHATH KOMIIEKCHMI ITOKa3HUK, SKuvi Gyae BpaxoByBatvl OCHOBHI IMOKa3HWKU, Ha xXasb, y
TENEPILLHIV Yac HEMAE 0JIGHOro 3ara/IbHOMPUIHATOrO KPUTEDIS eQEKTUBHOCTI 0OYNCITIOBATIbHOI CUCTEMH.

PearibHa e@eKTUBHICTL  OOYUCTIIOBA/IbHOI  CUCTEMM  BU3HAYAETbCH YacoOM BUKOHaHHS CBOrO  (DYHKLIIOHa/IbHOro
NPU3HAYeHHS. BiAnoBiaHo, YuM HagiviHiwe cuctema, M 6ifibLUe BIHOCHOMO Yacy BOHa BUKOPUCTOBYETLCS 33 IPU3HAYEHHSM Ta,
TUM GifIbLUE iT €QEKTUBHICTL. TaKUM YUHOM, Py MOPIBHIHHI 0OYNCTIIOBATIEHUX CUCTEM HEOOXIAHO MOPIBHIOBATH iX TPOAYKTUBHOCTI 3
YpaxyBaHHIM PeasibHOI HagIMHOCTI cuctemu. [lpy LbOMYy, B 3a/IEXHOCTI B KIACIB 33434, SKI BUDILLYIOTLCS 3MIHIOETBCA BIUIMB
PIBHUX TOKa3HNKIB ( y TOMY YiC/Ii HAAIMIHOCTI) Ha eQeKTUBHICTb CUCTEMU.

3a pesysbTatamu  [POBEAEHNX [OCTIKEHb MOXHE 3pOOUTU HACTYIIHI  BUCHOBKY, HAUOIIbLL EQEKTUBHUMU €
0BYUCTIIOBA/IbHI CUCTEMM, SKI peasii30BaHi Ha pPO3POBIIEHOMY OOYNCIIOBAILHOMY MOAY/I. LIedi ¢aKT HarisaHo BUAHO 3 MOPIBHSIHHS
vacy, skmi 6y/I0 BUTPAYEHO Ha OOYUC/IEHHS HE TiflbKu TECTOBOrO 3aBAAHHS, ane W rnpu OOYHCIEHHI TECTOBOro DIBHSIHHS I3
TECTOBUMY [1aPAMETPaMA.

Kito4oBi c/10Ba: My/ibTUIPOLECOP, MDKMOAY/IbHE B3AEMOZIS, MPOrpamMoBaHa CTPyKTypa, a/ilfrOpuUTM, PO3IapasietoBaHHs,
OBMIH Aarnmm

Introduction

Considering the history of the development of computing equipment, it can be seen that the increase in
productivity and reliability of computer systems took place in two ways. The first way is the improvement of
hardware. This happens mainly due to increasing the speed and reliability of the element base. The second way is
the implementation of new architectures and principles of arrangement of computing processes.

Further improvement of the element base is based on the improvement of its production technology, which
is approaching its physical limit.

Taking this into account, the second way is the most promising and relevant in terms of improving the
productivity and reliability of computer systems.

All the variety of ways to build computer systems can be reduced to several methods of functional
arrangement, which practically cover all existing structures of computer systems.

The development and creation of multicomputer and multiprocessor systems is an example of the
emergence of new architectural solutions and principles of computing organization. Their construction is based on
three principles: parallel execution of operations, variability of the structure, and structural homogeneity.
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It is the combination of advanced concepts such as distribution and mutual influence at all levels that
characterizes the hardware and mathematical support required to obtain a multiprocessor system. It is fundamentally
important that the entire system functions under the guidance of a single operating system that arranges the
information processing process.

At first glance, it may seem that by creating a multiprocessor computing system (MPCS), you can solve all
the issues related to increasing productivity. However, there are two main problems that significantly complicate the
solution of this problem:

« arrangement of connections between functional blocks of the system;

« arrangement of the computing process in the system.

The presence of these two problems during the creation of MPCSs requires looking for options for their
construction and organization of processes, which, with some limitations, would ensure, on the one hand, the
simplification of the system, and on the other hand, would not reduce efficiency much. This has led to several
structural developments (constructions) of MPCS and several ways of organizing computing processes [1, 2, 3]. The
key to the classification of MPCSs is the system of interrelationships, organization and functioning of the system.

The organization of the computing process in MPCS is the most perfect if all system resources, both
hardware and software, are used efficiently, and the system's performance is as high as possible. However, such an
organization requires a lot of efforts to implement. In order to reduce these efforts, some simplifications are
sometimes made.

It is necessary to distinguish between two modes of operation depending on the performance of the MPCS
and its dependence on the number of computing modules that are included in the system. Processors, single-chip
micro-computers can be used as modules.

In the first case, sometimes large flows of relatively small tasks are processed in MPCS and the total
performance of MPCS is close to the sum of the performances of the computing modules that are part of it. In the
second case, which is the most important from the point of view of MPCS efficiency, the system solves one big
problem, while each computing module solves some part of it. The necessary exchange of information is carried out
between the modules in order to coordinate the entire process. In this case, large system losses appear on the
operation of the operating system.

Currently, the development of MPCSs is one of the important and relevant directions of improving the
productivity of computing devices.

The purpose of this article is the development and description of the method of organizing inter-module
data exchange, that is based on the parametric presented subsystems, as well as the evaluation of the effectiveness of
the developed MPCSs.

Development of the method of organizing inter-module data exchange
Subsystems are used for parallel solution of tasks in MPCS with a programmable structure [4, 5]. The
subsystem @ consists of the number n, where n = |6|, of computing modules (CM) required to solve the problem.
These modules are connected by channels so that it is possible to transmit data from any CM;, i €
(1,...,n—1) to all other CMs of the subsystem. In fig. 1 shows an example of some subsystem that consists of six
CMs in the case of (N,4,4) graph of inter-computer system connections [5].

CM: CMs T CMs

CS CS CS [ —
CMo CM:2 CM4

CS CS CS

Fig. 1. The example of a subsystem consisting of six MOs. CM — computing module; CS — connection switch

Let the input and output streams of CM be labeled p;, p € {1, ..., v}, where v is the degree of vertices of the
graph of inter-module connections. It should be taken into account that CMs communicate with each other using a
connection switch, which is implemented as a multi-channel interface [1]. Moreover, if CM; and CM; are connected

by a channel (i,, i,), then these modules are also connected by channels (j,, j, ), where (jy, j,) is a channel that is
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connected to p-th output pole CM; and to the g-th input pole CM;. The channel (ip,jq) has the output queue OUTpi in
CM;, and the input queue INL{ in CM;. The functioning of the channel (ip,jq) is that it transfers the data element
from the beginning of the queue OUTpi to the end of the queue IN({. This transfer is carried out in such a way that it
does not require any period of time for its implementation. The data element, regardless of its length, instantly
disappears from the OUTpi queue and appears in the IN,{ queue (non-distribution of the data element). The operation
of the channel (ip,jq) is activated if there is a data element in the queue OUT, and there is a free place in the queue

IN; for accepting its data element [4, 6].

In the process of solving the problem, the necessary exchanges are carried out between the modules of the
subsystem, which are determined by the algorithm for solving the problem. Conveyors for inter-module exchanges
are formed from channels and queues IN;; and OUTpi of computing modules CM;. These modules are included in the

subsystem 6, which solves the problem where i = 0,1, ...,|60| — 1,p = 0,1, ..., v; IN{ and OUT{ are queues that are
located in CM;. These queues contain the corresponding data that is intended to be transmitted from CM; and the
data that CM; has received from other modules of the subsystem. Since the channel operation algorithm is fixed, the
programming of inter-module exchanges (programming of the system structure) is reduced to the task of the
discipline of transferring data elements between queues of each internal CM. Thus, in the subsystem shown in fig. 1,
the following actions are performed in CM,. Data arriving at the input of queue IN2 from CM, are transferred to
queues OUTZ, OUTZ, INZ, and data from queues IN2, OUTZ, INZ are forwarded to queue OUT;? for transmission to
CM,.

That is, a method of organizing inter-modular exchanges is proposed, which is based on the parametric
presented subsystem. When developing programs using parallelization algorithms, parameters are used that set
specific values for the subsystem. These values are determined during the formation of the subsystem. This makes
the program independent of the graph of subsystem inter-module connections, on the basis of which this program
will be implemented. In the following, we will call the parametric representation of subsystems the environment,
and the individual parameters of this representation — elements of the environment.

Description of the method
The proposed method is as follows.
1. The first stage of the proposed method.
As an environment in the subsystem @ with the number of modules n, we select the addresses A;, a number
E;, a path G;(A;©4;), a translation F;(A;®A4;) and a weight T; functions defined in each CM; subsystem &, where

i=j=0,1,..,n—1. The question of selecting the modules included in the @ subsystem and forming their
addresses, path and translation functions is described in [6]. In the future, the formation of the environment (using a
decentralized algorithm) will not be considered. Attention will be paid to determining the values of the environment
elements 4;, E;, G;, F;, T;,i = 0,1, ...,n — 1, which are determined after the formation of the subsystem.

The organization of inter-module transmissions is based on the use of CM addresses. The transmission of
the data block Y from the module CM;,i € {0,1, ..., 8] — 1} in some subsets of modules of the subsystem & occurs
by broadcasting the switching message H{A;, B;, ..., B, Y} through sequence of subsystem modules €. These
modules are located between the transmitter module CM; and the receiver module CM.

At the same time, when switching channels, the data block Y has service information that allows to switch
the channel system from the transmitter module to the receiver module for the next data transfer [8, 9]. However,
both channel switching, and message and packet switching use the same algorithms to control the transmission of
switching messages. In what follows, we will not distinguish between methods of organizing data transmission and
will assume that if a CM receives a switch message destined for it, then that CM has received the data sent to it.

The switching message H{A;, B;, ..., B, Y} consists of the following components. H is a switch message
flag that indicates the type of path procedure used to transmit the switch message under consideration. B; is an
identifier that specifies the set of addresses of modules that should receive the data block Y, j =1,2,... k €
{1,2,...}. 4; is an address of the module that generated the switching message under consideration. To define the
entire set of subsystem modules 8, such as receivers (for translational exchange [10]), we will use the YCI identifier.
The switching message H{A;,YCI,Y} is formed in CM; and delivered from CM; to all subsystem modules. This
ensures that they accept the Y data block.

The CM addresses of the subsystem should be set so that the algorithm for determining the route of
transmission of the switching message (route procedure [8, 10]) is easy. Let's consider one of these ways of
addressing modules.

To determine the addressing in the subsystem, the module CM,, which is called the main one, is allocated.
Let m denote the distance from the main CM, to the farthest module of the subsystem. In the case of a subsystem,
the connection graph shown in Fig. 2, m=3 (the furthest from CM, is CMs).
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CM, CM, CM,
A =100 A, =120 A =122
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™, CM, CM™,
A, =000 A, =200 A, =220

Fig. 2. An example of a subsystem to which the connection graph corresponds

Each CM;,i € {0,1, ...,16| — 1} subsystem &assigns an address given by the vector 4;, 4; = AA} ... A1,
Al e€{12,..,v},j=12,..,m—1, where v are the degrees of vertices of the graph of inter-module connections.

The number A, j € {1,2, ...,m — 1} is called the row number of the j-th elementary module CM;. The address 4, of
the main module CM, is set as A3A} ... Al =00...0,i.e. 4, = 0 forall j € {1,2, ..., m — 1}. All other modules of
the subsystem receive addresses that determine their position relative to the main module CM,. Thus, the address
A;, i €{0,1,...,18| — 1} is a sequence of CM output pole numbers that specify the shortest path from the main
module CM, to CM;. If there are several paths of the same length between CM, and CM;, then the sequence
corresponding to one of the specified paths is selected as the address A4;.

At the same time, if the length from CM, to CM; is equal to e,e < m, then at the address CM; the tier
numbers A¢A¢*t ... A"! are equal zero. Modules CM; and CM, are included in the address subsystem
R.(A? .. AT™Y) of tier r, if A} = A¥ for all j <r,r = 1,2,..m. By definition, we assume that subsystem & is an
address subsystem of tier zero. The address subsystem R,,,(A4? ... AT~1) of tier m includes only one module CM;with
the address 4; = AYA} ... A1,

It is obvious that the modules of the address subsystem R,.(4Y...AT™1), r =0,...,m create a connected
subgraph of the system structure as for any CM; with the address 4; = A? ... A7"=0...0 there is a path to any CM,,
with the address A, = A? ... A"'A? .. A", At the same time, the tier number A% is equal to the output pole
number CM;, which is on the shortest path from CM; to CM,..

2. The second stage of the proposed method.

The addressing of subsystem modules 6 € D([log,(v + 1)|,m) considered in paragraph 1 is addressing
[8], and, therefore, for determining the shortest paths from CM;, i € {0,1, ..., |6| — 1}, the tier functions G; (A} @
Gy) can be used. In this case, @ is an addition operation modulo (v + 1), [x]| is the smallest integer that is not less
than x.

The value of G} (A} @ A}) at r = min {j/A] # A;,j = 0,..,m — 1} is equal to the output pole number
CM;, which belongs the shortest path from CM; to the address subsystem R,...; (47 ... AT71A}).

For r = min {j/A] # A},j = 0, ...,m — 1} the value of G/ (A} @ A}) is undefined and corresponds to the
empty set of poles &. At the same time, the shortest path between CM; and the address subsystem
Ry11 (A} ... AT A}) means the path with the length d;;, = min {d;,j/CM, € R,,1(AY ... A" 'A})} between CM; and
CM,, such that CM,, € R,,,(A? .. AT"*A}). The table value G/ (X),r =0,1,..,m—1,X =0,1,..,v needs (v +
1)m[log, (v + 1) |, of bits in each CM;,i € {0,1, ..., 18| — 1}. However, the sizes of the tables for storing the values
of the tier functions G; (X),i = 0,1, ...,16] —1,X = 0,1, ..., v can be reduced as a result of the addressing property
used. Indeed, if in each CM; we store the value of the distance ¢; between CM, and CM;, then the value of G[* (A7 @

v)atr > ¢, r = min{j/A! # A},j =0, ...,m — 1} do not require the storage because G;"(A] @ A}) = A}. Based
on this, in CM;, which is at a distance t; from CM,, it is necessary to have a table only for saving the values of the
tier functions G/ (X). That is, the size of the table CM; should be (v + 1)¢;|log, (v + 1)] bits.

In the case of subsystem @ (Fig. 2), the values of the tier functions G} (X), G} (X), GZ(X) are given in the
table 1. Other values of layer functions that must be stored are not defined. This is due to the specificity of the
subsystem 6.

Tier functions are set in such a way that for each CM;, the system of paths from CM; to all the last modules
of the subsystem @ form a spanning main tree [6] D; of the subsystem ,i = 0,1, ...,|6| — 1. Thus, for each CM,, k #
i, a single input pole is indicated, which lies on the path along the spanning tree D; from the main module CM; to
CM;. In fig. 3 shows spanning trees with the main CM;,i = 0,1,2, ...,5 for the subsystem whose connection graph is
shown in fig. 3.
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Table 1
Value of Tier Functions
-
cM;
0 1 2
GY(1)=3
1 Gl(1) =2 0
G°(3)=3
63 =1
2 Gi(2)=2 G2(2) =2
G2 =4
GI(3) =3
3 Gi2) =14 G2(2) =2
G3(1)=3
63 =1
4 Gl2) =14 G2(2) =4
G)(2)=4
Gd(1) =3
5 Gl2) =14 G2(2) =4
Gd(3) =3
oM, OM, OM, oM, OM, OM,
DO Dl
OM, oM, oM, OM, OM, oM,
oM, oM, oM, oM, oM, oM,
DZ D3
OM, OM, OM, OM, OM, oM,
oM, oM, OM, oM, OM, OM,
D, D,
OM, oM, oM, oM, oM, oM,

Fig. 3. The Connection Graph for the Subsystem

We will call the path function CM; G;(A;®4;) = UrH{GT (A7 @ A47)}.j € {0.1, ..., 16| — 1}, A] @ A}, -
componentwise addition modulo (v + 1) of vectors A4; and 4;.
3. The third stage of the proposed method.
To organize transmissions during broadcast exchange, it is necessary to set the broadcast function
F,(A;®4;) in each CM;. The value of the functions F;(4;@®4;) is the ordered set of output poles CM;, through
which the switching message H{Aj,BCI, Y} enters the modules adjacent to CM;. At the same time, the switching
message H{Aj,BCI, Y} must be distributed between modules of the subsystem along the main tree D;, j €
0,1,..,18] = D).
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For the subsystem, the connection graph of which is shown in fig. 2 values of the translation function are
not listed in the table. 2. Values of the translation function not listed in the table have the value &.

Table 2
Values of the translation function
F;
cM;
(000) (100) (200) (020) (002)
0 1,2 o 1 @ 1%
1 2,3 @ %] 3 %)
2 2,34 2 ) 23 34
3 3,4 %) @ 3 3
4 1,24 o 1,2 1,2 @
5 14 o 1 1 @

4. The fourth first stage of the proposed method

The tree D, is used to number the modules of the subsystem @ and to specify the weighting functions T;,i =
0,1,..n — 1. The vertex weight of the original covering tree is called [12] the number of vertices of the covering
tree that have the vertex under consideration as a root. We denote the weight of vertex i by 7;,i = 0,1, ...[8] — 1. So
for the subsystem (Fig. 2) and the covering tree D,, in Fig. 3 shows that the weights of the vertices have the
following values: tp = 6,7, = 1,7, = 4,73 = 1,7, = 2,75 = 1. We will assign numbers E; to modules CM;,i =
0,1,...n — 1, according to the following algorithm.

Step 1. It is necessary to assign the number zero to the main module.

Step 2. It is necessary to find the numbered module CM; with number j, which is the main one for the
original covering tree. The vertices of this tree have no numbers. If there is no such vertex, then we proceed to
step 5.

Step 3. It is necessary to form a set A that includes connections with CM; that do not have numbers. Then it
is necessary to select the module from the set A, which is connected to CM; channel with the smallest label of the
output pole. Next, it is necessary to assign the number j+1 to the selected module and remove CM;,, from the set A,
Q= Tjq.

Step 4. If A = @, then it is necessary to go to step 2, otherwise, it is necessary to select the module from the
set A, which is connected to CM; channel with the smallest output pole label. Then it is necessary to assign the
number to the selected module g = j + a + 1; @ = a + 7, and remove CM, from the set A. Finally, proceed to
step 4.

Step 5. The end.

5. The fifth stage of the proposed method

The values of the weighting function T; are the set (ril, ""Tik) weights Ty, of modules CM;,,p = 0,1, .k
arranged by growth of indices. Modules CM;, are connected with CM; by channel (iq,i,,), where k = |F;(A; @
Aol q € Fi(A; @ Ag), v = G, (A; @ Ap). Because, for the subsystem (Fig. 2) F,(4, @ A4,) = {1,2},T, =
{73'116} ={12}; Fo(A4o D Ap) = (1,2}, Ty ={r, 12} = {14}, F(A, D A) ={1} T, ={rs} ={1}; T, =T; =
Ts = Q.

6. The sixth stage of the proposed method

Thus, after building a subsystem @ with a user-specified number of modules n, the neighbourhood
{4, G,E,F, T} will be defined in each CM. The user knows that the subsystem has a module CM, with number E, =
0 and address A, = 00 ... 0. If the user is not satisfied with the numbering and addressing of the modules adopted
during the creation of the system, he can propose his own numbering and addressing that he needs. Loading tasks
into the system consists in the fact that each CM receives the E; program and data corresponding to its number. To
organize differential inter-module exchanges [7], you can use the CM;,i =0,1,...,n — 1 correspondences j <
A;,j=0,1,...,n — 1 between module numbers available in each module and their addresses. Correspondences are
specified by entering correspondence tables j < A into each module. If this method of matching is unacceptable
and the specifics of the task do not solve the problem of processing speed, then it is necessary to remove differential
exchanges from the program and replace them with translational ones. At the same time, the data issued by the CM
must have the number of the module that issued it. In the receiving module, this number is used to set the order of
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processing of incoming messages. Note that when sending a message to the CM, module, there are no difficulties in
implementing differential exchange, because by agreement A, = 00 ... 0.

After the numbering and addressing of the modules is carried out in the @ subsystem, its efficiency and
productivity must be determined.

The effectiveness of the computer system depends on a set of characteristics, which include: performance,
reliability, probability of results, stability, manufacturability and others [13]. To compare computer systems as a
criterion of efficiency, it is necessary to adopt a comprehensive indicator that will take into account the main
indicators. Unfortunately, at the present time, there is no similar generally accepted criterion for the efficiency of a
computing system. The absence of such a single efficiency criterion is caused by significantly different requirements
for the main characteristics.

A common criterion that is widely used to evaluate the performance of a computing system is the
performance-to-cost ratio

EF = P/C @

It is well known that with the development of the element base and computer technology, the P indicator
increases. Its increase occurs due to the improvement of the characteristics of the element base and the architecture
of the computer system. This indicator rather reflects the stage of development of the computing system than the
individuality of the system.

The real efficiency of a computer system is determined by the time it fulfils its functional purpose.
Accordingly, the more reliable the system, the more relative time it is used for its intended purpose and the greater
its efficiency. Thus, when comparing computer systems, it is necessary to compare their performance taking into
account the real reliability of the system. At the same time, depending on the classes of problems being solved, the
influence of various indicators (including reliability) on the efficiency of the system changes.

As an efficiency criterion for comparing computer systems, we can use a generalized indicator of the form:

EF = (K, P,)/C (2)

where P, is the performance of the computer system with ideal reliability; C — the cost; K, is the coefficient
of survival of the system.

The system survivability coefficient is the ratio of the number of states S of the system that correspond to
operational efficiency to the entire set of states S} (where i is the multiplicity of generalized failures, n is the number
of computing systems)

Ky = S/S,

When solving problems that require a lot of time and are compared with the time of failure, an essential
indicator of reliability that determines efficiency is the probability of continuous solution of the problem B, (t). That
is, the probability that during the time of solving the problem T, the system will not fail. Since in this case the
positive effect will appear only as a result of error-free execution of the task, then it can be written that the real
performance B. of the computer system when solving this class of tasks will be [14]

P. = (Ky Py B,(1))/C ©)

Thus, when comparing computing systems that are focused on solving problems that require a long solution
time, we use the following expression as an efficiency criterion

EF = B. = (K, P, P,(1))/C 4)

The criterion (4) is more generalized compared to (2). When solving problems in which P,(t) = 1, criteria
(2) and (4) coincide.

It should be noted that the indicators Ky, and B, (t) are often used as independent indicators of the efficiency
of computer systems. However, the performance indicator of the computing system, which is based only on the
consideration of reliability, is one-sided.

The EF indicator is a product of traditional performance indicators, which is more sensitive than each of
the components taken separately. It allows to evaluate a real efficiency and reduction of efficiency due to
unreliability of systems. The proposed efficiency indicator does not contradict the well-known conclusions that not
all structural methods of improving efficiency, for example, reliability, lead to an increase in the overall efficiency
of the computing system. Increasing the speed or reliability of an element base cannot effectively increase EF
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because of the increased cost. Increasing performance at the expense of additional hardware leads to a decrease in
reliability and an increase in cost.
The productivity of computing systems can be described by the following expression

K,
Py = t_lmaxti (5)
f

where K|, is the coefficient that determines the architecture of the computing system;
Amax 18 the intensity of exchange of informational messages;

t; is the task execution time;

t; is the operation execution time or information message generation time.

tf = nleC + (Alkl + /12k2)tp

where k; is the connection coefficient in the computing system;

T, is the cycle execution time;

A, =0,7 and A, = 0,3 are the relative coefficients of the use of short and long operations in computer
systems. The use of a modern element base allows reducing the average values of the coefficients 0,7k, and 0,3k,
to values of 30+50;

t, is the operation execution time.

_ ZZL‘D=1 pa(i) 6)
LR s ()

where ZlepA (©) is the number of units in the adjacency matrix A of the implemented algorithm;

P pg (D) is the number of units in the adjacency matrix B of the implemented algorithm;

k, is the coefficient that takes into account the overlap of matrix A with matrix B. If matrix B completely
overlaps matrix A, then k,, = 1, otherwise k,, = 0.

The data of the evaluation of the efficiency for the number of connections allow to evaluate the efficiency
of the execution of the programs for the computer system and are determined as follows.

First, the organization of exchanges that accelerate the execution of programs requires an increase in the
number of connections between CMs. However, the number of these connections is limited by the hardware
implementation of the CM due to the fixed number of outputs of the integrated circuits on which they are
implemented.

Second, complex information exchanges between CMs are used during program execution.

Regarding the choice of a CM architecture with an effective organization of connections, compatibility
matrices are created to analyze the proposed architectures and compare them with each other. At the same time, the
efficiency of connections is calculated. If k; = 100%, then the required architecture is found, if k; = 100%, then it
is necessary to choose the architecture in which k; has the largest value.

The impact of the CM architecture on performance is taken into account by the K, factor. Increasing system
performance by complicating the architecture and improving the principles of information exchange does not always
give a positive result.

An important problem in the synthesis of MPCSs with a programmable structure is the organization of
memory. Just like in MPCS, it can be organized by concentrated memory, branched memory or concentrated-
branched memory.

Any direct communication channel between computing modules or between microprocessors in CMs can
be programmed in MPCS with a programmable structure using a switching structure. However, this leads to the fact
that in the system or in the CM, the conditions for exchanging information of the centralized memory with other
elements are created only on the basis of the trunk principle.

The most promising in terms of speed and flexibility are multiprocessor systems with branched memory
and universal switching. Linear, planar or spatial structures can be implemented in computing systems. That is, in
systems with programmable switching, it is not necessary to provide rigid direct communication channels between
microprocessors and elements of branched memory. There is an opportunity to connect elements of branched
memory and communication structure instead. In the future, in the communication structure, it is necessary to
organize, as necessary, direct communication channels between microprocessors and elements of branched memory
by software. This makes the system more flexible. The general restructuring of communication channels
qualitatively changes the structure of the MPCS, which allows programming the structure of the device and thus
directly influencing the architecture of the computer system, and not only the process and result of information
processing.
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The further development of the communication structure is the creation of a spatial communication
structure to solve the problems of building communication channels in three dimensions. In the general case, such a
communication structure can be presented in the form of a cube on three adjacent faces of which there are
information inputs, and on the other three adjacent faces there are three information outputs.

The CM can be implemented on VLSI (Very Large Scale Integration), and, depending on the tasks that the
module solves, its architecture can change. CM is a hardware and software unit of the system, which implements the
main functions (for which it was created), as well as additional ones (within the area of problem orientation). The
CM provides a change of connections with other modules and a change of its mode of operation during
reconfiguration of the computing system. The introduction of the zone of problem orientation is due to the fact that a
module has been created in MPCS with a programmable structure, which implements all the functions of the system.
This module is included due to high total redundancy. Therefore, all the performed functions are divided into
groups, and each of them defines a zone of problematic orientation, within which the module is configured by
replacing the program. The number of groups is determined by the number of module types.

Due to the fact that the CM includes several microprocessors and different types of memory, these modules
can be considered as a computing system for collective use. For its use, a computer system model is used, which is
called a "multi-resource" mass service system."

Taking into account the above, we will analyse the proposed CM architectures, which differ from each
other in the structure of the memory implementation module. In addition, memory is a distributed resource because
communication is carried out through a common bus. A management of information exchange is carried out in
accordance with the principles of interface construction. Before the start of information transfer, the active
microprocessor determines the readiness of the general bus and further determines the readiness of the specified
resource in receiving information.

As noted earlier, the general memory can be divided into local modules. That is, the proposed CMs have the
following architecture: CM, (Fig. 4), CM, (Fig. 5) and CM; (Fig. 6) [1, 15, 16]. The communication structure is
implemented accordingly.

Local Memory Local Memory
LM LMn
Microprocessor I Memqry CGommon I Microprocessor Memqry Common I
MP; I Centralized Memory | MPx Centralized Memory |
MC: CM:u | MCn CMn |
SEE Bt 4 A

A

===
|
I
I
I
I
I
I
I
I
I

\ Y Y Y I
Local Bus (LB:1) > Local Bus (LBn)
< ; < ; %
\ Y
< Common Bus (CB) >

Fig. 4. The Architecture of CM

In order to evaluate the technical capabilities of CMs and MPCSs with a programmable structure (Fig. 1), a
comparative evaluation has carried out using test tasks. When evaluating CMs, 2, 5, and 8 processors have used in
the module. The results of the test evaluation are given in the table 3, 4, 5. The 2x2 and 3x3 matrix has used to
evaluate the computer system.

Single-board micro-computers were installed in the nodes of the 3x3 matrix. The development of MPCS
with a programmable structure was performed according to the structure of a 2x2 matrix, in the nodes of which CM,
and CM; were used. The obtained results are shown in the table 6 and table 7.

Local Memory Local Memory

LM: LMn
. I Memory Common ! . I Memory Common I
MICIO,\I;IISICGSSOI : Centralized Memory : Mlcrolclrl:c’)sessor : Centralized Memory :
MC: CM: I MCn CMn |
A I———'Ik—————ﬂ——— - A == ————‘I——— -

< Y L;)‘cal Bus (LII%Il) Y > < Y Lﬁcal Bus (LBn) >
< Y Common Bus (CB) Y >

Fig. 5. The Architecture of CM,
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Fig. 6. The Architecture of CM4

The construction and technological equipment CM has two construction options:

a) an option that allows implementation in a hybrid version without the use of cases;

b) variant in a monolithic polymer case, in the form of a hermetic micro assembly.

The second option ensures maintainability, because it allows to remove and brew the cover several times.
All microcircuits included in micro blocks are caseless. Multi-level interfaces and framing of microprocessors,
RAM and non-volatile memory are implemented on multi-matrix crystals, which makes it possible to obtain a high
density of assembly with minimal dimensions of integrated circuits.

Table 3
Productivity of a dual-processor system
The amount of load on the cM, cM, cM,
processor connections
0.0 1.00 1.00 1.00
0.2 0.63 0.70 0.68
0.4 0.48 0.64 0.50
0.6 0.36 0.44 0.39
0.8 0.30 0.37 0.32
1.0 0.26 0.31 0.27
Table 4
Performance of a five-processor system
The amount of load on the cM, cM, M,
processor connections
0.0 1.00 1.00 1.00
0.2 0.58 0.65 0.62
0.4 0.39 0.42 0.41
0.6 0.29 0.31 0.30
0.8 0.23 0.24 0.24
1.0 0.19 0.20 0.19
Table 5
Performance of an eight-processor system
The amount of load on the cM, cM, M,
processor connections
0.0 1.00 1.00 1.00
0.2 0.49 0.51 0.50
0.4 0.25 0.25 0.25
0.6 0.17 0.17 0.17
0.8 0.12 0.12 0.12
1.0 0.10 0.10 0.10
Table 6

Results of the Assessment

The structure of the computing system Test tt?frll(:)r(ﬁ:umn Relative time consumption, %
The matrix 3x3 with microcomputer at nodes 867 100
The matrix 2x2 with M0, at nodes 385 44,4
The matrix 2x2 with M0 at nodes 329 37,9
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Table 7
Results of the Assessment
Computing Type
One Three CM, CM, CM,
The time spent on the calculation of one test parameter, ms 1.2 0.54 0.35 0.31 0.33
Time spent on solving the test equation, ms 5.2 1.9 1.23 1.085 1.155
Conclusion

Taking into account the above, we have analysed the proposed architectures, which differ from each other
in the structure of the memory implementation module. In addition, memory is a distributed resource because
communication is carried out through a common bus. A management of information exchange is carried out in
accordance with the principles of interface construction. Before the start of information transfer, the active
microprocessor determines the readiness of the general bus and further determines the readiness of the specified
resource in receiving information.

Based on the results of the conducted research, conclusions can be drawn. The most effective are
computing systems that are implemented on the developed computing modules. This fact is clearly visible from the
comparison of the time spent on calculating not only the test task, but also when calculating the test equation with
the test parameters.
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