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FEATURES OF THE MODIFICATION OF THE INCEPTIONRESNETV?2
ARCHITECTURE AND THE CREATION OF A DIAGNOSTIC SYSTEM FOR
DETERMINING THE DEGREE OF DAMAGE TO RETINAL VESSELS

Diabetic retinopathy is a retinal disease caused by diabetes. The progression of this disease can lead to blindness. Every
year, the number of patients with this disease increases. Diabetic retinal damage can be slowed if it is diagnosed early. The article
describes the features of the creation of a neural network model and the development of a system with high accuracy rates for the
recognition of diabetic retinopathy.

The advantages of the InceptionResNetv2 convolutional neural network architecture are considered. This network uses
residual connections that help facilitate the learning process. InceptionResNetv2 uses different methods to reduce the
dimensionality of the feature map, making it more economical in terms of memory and computation.

This model has a number of advantages compared to other networks. InceptionResNetv2 can be applied to blood vessel
segmentation in eye images with different resolutions.

In the study, modification of InceptionResNetv2 was carried out. The use of additional MaxPooling and Dense layers
improved the speed and accuracy of the InceptionResNetv2 convolutional neural network. The Dropout layer is effectively used to
prevent overtraining. The system for determining the degree of retinal damage of diabetic origin is implemented in the Python
programming language. Model layers are built using the Keras library. Images from the set of EyePacs were processed by methods
of cropping the black frames with a Gaussian blur filter and minimizing the effect of changing the position of the images.

During the research, it was found that 21 epochs are needed to achieve maximum accuracy. The program calculates the
probability of an image belonging to a certain class with high accuracy. The recognition accuracy rate for class 1 was 98.6%, for
class 2 - 98.5%, for class 3 - 98.3%, for class 4 - 98.15%, for class 5 - 98.1%.
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Jmutpo I[TPOUYYXAH

XapkiBchKHil HALIIOHATBHUN YHIBEPCHTET PaIi0CIeKTPOHIKH

OCOBJIMBOCTI MOIU®IKAIIIT APXITEKTYPU INCEPTIONRESNETV2 TA
CTBOPEHHS JIATHOCTUYHOI CACTEMUM BU3HAYEHHS CTYNIEHA
YPAXKEHHSA CYJAUH CITKIBKA OKA

Hiabetnyra peTMHonaTis - 3axXBOPIOBAHHS CITKIBKU OKa, CrIpUYNHEHE AiabeToM. [1porpecyBaHHs BKa3aHOro 3axBOpPOBaHHS
MOXE IPpU3BECTU [0 CTinoT KOXEH pIK Ki/IbKICTb XBOPUX 3 BKA38HWM 33XBOPIOBAHHSIM 3POCTAE. YPAaXeHHS CITKIBKU OKa
AIa6ETUYHOrO MOXOLKEHHS MOXHA YIT0BIIbHUTY, SIKLYO HOro 3aB4acHo AiarHOCTyBaTw. B CTaTTi HABOAATLCS OCOB/IMBOCTI CTBOPEHHS
HEVPOMEDEXXEBOI MOAETI Ta PO3POOKN CUCTEMM 3 BUCOKUMY [TOKAZHUKAMU TOYHOCTI PO3ITI3HABAaHHS AiabeTUYHOI peTUHONATI,

PO3r7ISHYTO MEPEBArvt apXiTeKTypu 3ropTKOBOI HEVPOHHOI MEpexi InceptionResNetv2. BkazaHa Mepexa BUKOPHCTOBYE
3a/MLIKOBI  3'€4HAHHS, SKI AOMOMararoTe oerimT rpoyec Has4arHs. InceptionResNetv2 BuKOpuCTOBYyE pi3HI meroan A4/id
3MEHLLIEHHST PO3MIPHOCTI KaPTH O3HAK, LUO POOUTB ii GifibLL EKOHOMHOO 3 TOYKM 30pY NIam'aTi Ta 06YUC/IEHD.

Lfa mogens Mae HU3KY MEPEBAr y rMOPIBHAHHI 3 [HILmMMu Mepexamy. InceptionResNetv2 moxe 3acTocoBysatucs A/
CErmMeHTaLlii KDOBOHOCHMNX CYAMUH Ha 306PaXEHHSX OYEH 3 PI3HOK PO34ITbHOK 34aTHICTIO.

B pocrimkenHi nposegeHo mogugikauito InceptionResNetv2. 3acrocysarHHs Aoaatkosux wwapis MaxPoooling ta Dense
TTOKPALUNIIO LIBUAKOAIKO Ta TOYHICTb 3ropTKOBOI HEeHPOHHOI MEpEXI InceptionResNetv2. LLlap Dropout eghekTUBHO BUKOPUCTAHO A/
3ar106iraHHs NEPEHaBYarHIO. CUCTEMY BU3HAYEHHS CTYIIEHS YPaXeHHS CITKIBKM OKa AIabETUYHOIro MOXOAXKEHHS pPeasi3oBaHo Ha
MOBI riporpamyBaHHs Python. Lliapn mozesni nobygosaHo 3a [oriomorow 6ibniotekm Keras. 306paxeHHs1 3 Habopy EyePacs 6y/m
06pobrieHi MeTohamu OBPI3aHHs HYOPHUX PAMOK Qi/ibTPOM PO3MUBAHHS [ayca Ta MiHIMI3aLIIEIO BI/INBY 3MIHM [10/10)KEHHS 300paXKeHb.

B nipoyeci ocipKkeHHs] 6ys10 BUSB/IEHO, YO U1 AOCAMHEHHS MaKcuMalibHOI TOYHOCTI HeobxigHa 21 enoxa. [lporpama
OBYNCTTIOE VIMOBIPHICTb HAJIEKHOCTI 306DaXEHHS A0 MEBHOMO K/IACy 3 BUCOKOKO TOYHICTIO. By/l0 OTpUMAHO MOKa3HUK TOYHOCTI
po3nizHasaHHsa 475 1 knacy 98,6%, a5 2 knacy - 98,5%, 4ia 3 knacy - 98,3%, A4nd 4 kaacy - 98,15%, ania 5 knaacy - 98,1% .

KImto40Bi C/10Ba. 3ropTKOBa HEVPOHHA MEDEXE, MALLVHHE HABYAHHS, AIB6ETUYHA PETUHONATIS, YPaXEHHS CITKIBKU OKa,
InceptionResNetvZ2.

Introduction

The eye is an important human organ responsible for vision. Great attention should be paid to the health of
the eyes. Eye diseases can lead to blindness and other complications. Symptoms of diseased eyes are blurring,
worsening, and fluctuating vision. However, many eye diseases have no visual symptoms. Regular examination by a
doctor is a guarantee of early diagnosis of certain diseases. One of the lesions of the retinal vessels is caused by
diabetes. According to the World Health Organization, by the end of 2022, there were 422 million people with
diabetes in the world. Diabetic retinopathy (DR) is a retinal disease caused by diabetes. Progression of this disease
can lead to blindness. In 2021, 9.60 million people in the US (26.43% of people with diabetes) had diabetic
retinopathy, and 1.84 million of them (5.06% of people with diabetes) had sight-threatening diabetic retinopathy [1].
There are also many people suffering from diabetic retinopathy in Ukraine. The number of patients with this disease
is increasing every year. Diabetic retinal damage can be slowed if it is diagnosed early. If this is not done early, it
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may be too late. The disease initially manifests itself with minor symptoms, but its progression can lead to
blindness. Diagnosing the degree of diabetic retinopathy is a difficult task. The doctor making the diagnosis must be
highly qualified. An incorrect diagnosis can lead to incorrect treatment and further complications. Diabetic
retinopathy is determined by doctors based on certain signs on images of the retina. In Ukraine, the infrastructure
necessary for the determination of diabetic retinopathy is not sufficiently developed. Therefore, it is necessary to
develop automatic methods of detecting this disease.

The success of research by scientists in determining the degree of retinal damage of diabetic origin is
connected with the use of artificial intelligence. Diabetic retinopathy was determined using neural networks. The
task of the research is to create a neural network model and develop a system with high accuracy rates for
recognizing retinal damage of diabetic origin. The difference between the diseased and healthy eye is shown in Fig.
1.
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Fig. 1: Comparison between Normal and Diabetic Retinal Images [48]

Related works

Scientists successfully use artificial intelligence for medical diagnostic tasks [2, 3, 4] in studies on
determining the degree of diabetic retinopathy. Works [5, 6, 7] show the advantages and disadvantages of using a
large number of images to improve recognition accuracy. In work [8], scientists investigate such problems of deep
learning as significant time for data processing. In the study [9], the authors examined datasets with diabetic
retinopathy and found that the images were obtained from different cameras. Due to the obtained feature,
researchers suggest always to do image processing. In [10], methods for solving such data set problems as noise,
duplicates, and imbalance in the number of images of different classes are proposed. In [11], an algorithm was
proposed that determines the quality of images. The study [12] established the feasibility of using artificial
intelligence to assess image quality. It is appropriate to use convolutional neural networks to accurately determine
the degree of diabetic retinopathy. In [13], a function was developed for setting the hyperparameters of the U-Net
convolutional neural network. This mechanism can be used to solve the problem of determining the degree of
damage to the retina. In [14], the MobileNet V3 architecture was optimized with the help of qualitative
hyperparameter tuning. The authors of the study used the APTOS and EyePacs datasets. The model built in [14] can
be implemented as a mobile application to support doctors in the treatment of patients with diabetic retinopathy. A
complex model using several models of neural networks is proposed in [15]. In [16] and [17], the advantages of the
DenseNet architecture in determining the degree of diabetic retinopathy are given. In the study [18], models based
on VGG 16, InceptionV3, and MobileNetV2 architectures are used to determine the degree of retinal damage. Fine-
tuning of certain layers of the InceptionResNetv2 and Inceptionv3 models is considered in [19]. The study [20]
proposed a hybrid Inception-ResNet architecture. Effective mechanisms of transfer learning using DenseNet-169,
VGG-19, ResNet101-V2, Mobilenet-V2, and Inception-V3 architectures are considered in [21]. The study [22]
compares the effectiveness of the InceptionResnet-V2 and Densenet-121 models. In [23], a comparative analysis of
DenseNet121 outperforms ResNet-101, InceptionResNetV2 and EfficientNetBO models was carried out. In these
studies, insufficient indicators of the accuracy of determining the degree of diabetic retinopathy were obtained. The
built models did not have high enough speed. It is necessary to develop an architecture that provides improved
accuracy and speed.

Modification of the InceptionResnetV/2 architecture to determine the extent of damage to retinal
vessels
We will present the features of the architecture of the InceptionResNetv2 convolutional neural network.
The architecture of the network is presented in Figure 2. The network has 164 layers. InceptionResNetv2 is one of
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the most complex networks at the moment. This convolutional neural network uses residual connections that help
facilitate the learning process. This feature allows information to flow freely through the network. The network uses
Inception modules. This feature allows you to process information with different scales.

The InceptionResNetv2 network is robust to scaling. This convolutional neural network uses various
methods to reduce the dimensionality of the feature map, which makes it more economical in terms of memory and
computation. InceptionResNetv2 uses batch normalization to speed up the training process. The network has several
exits. This feature makes it suitable for tasks in which certain characteristics need to be obtained. The
InceptionResNetv2 network is open and available for use. The specified convolutional neural network can be
downloaded from the TensorFlow repository. The InceptionResNetv2 network is actively supported by TensorFlow
developers. InceptionResNetv2 works fast. This feature makes it suitable for image processing. InceptionResNetv2
is a convolutional neural network with high accuracy. This feature makes it suitable for image segmentation tasks.

The InceptionResNetV2 convolutional neural network can be used to segment blood vessels in eye images.
This architecture has a number of advantages over other networks such as U-Net and FCRN. InceptionResNetV2
has better segmentation accuracy due to deeper architecture and more advanced Inception blocks. This network can
be used for segmentation of blood vessels in eye images with different resolutions. InceptionResNetV2 has a useful
feature for further extension and modification.

We will use this property to model a more efficient architecture. In the first step, we add the Max pooling
layer. This layer reduces the size of images and compresses data. This results in improved network performance.
The Max pooling layer makes the network more resistant to noise and interference. This layer helps the network to
extract the most important features from the image. In the next step, we add a Flatten layer. Its use reduces the
dimensionality of the data. This feature improves network performance. In the next step, we add a Dense layer with
64 neurons. With the specified layer, we use the Relu function for the nonlinearity of the model. In the next step, we
add a Dropout layer of 20% to avoid overtraining. The Dense layer with the softmax function will allow you to
determine the probability of the image belonging to one of 5 classes. The constructed neural network model is
presented in Fig. 2.
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A 4
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Fig. 2 Modified InceptionResNetv2 model

SGD, Momentum, RMSProp, Adam optimization algorithms were analyzed. This analysis showed that it is
advisable to use the Adam method. The use of this method made it possible to obtain high performance indicators of
the network.

The EyePacs dataset containing 35126 images of 5 classes was selected for further development. Class 1 —
images without diabetic retinopathy. Class 2 is the initial stage of diabetic retinopathy. Class 3 — moderate stage of
diabetic retinopathy. Class 4 — severe non-proliferative retinopathy. Grade 5 — proliferative retinopathy. Each stage
of the disease is more difficult than the previous one.

The specified set contains 25810 images of class 1, 2443 images of class 2, 5292 images of class 3, 873
images of class 4, 708 images of class 5. All images were divided into training and testing datasets. 80% of the
images were selected for the training sample. 20% of the images were selected for the test sample. The training
dataset contained 28,100 images. The test dataset consisted of 7026 images. An example of images from the
EyePacs dataset is shown in Fig. 3.

(a) (b) © (d)
Fig.3 Non-proliferative DR mild; (b) non-proliferative DR moderate; (c) non-proliferative DR severe; (d) proliferative DR

The system for determining the degree of retinal damage of diabetic origin is implemented in the Python
programming language. Model layers are built using the Keras library. Images from a set of EyePacs were
processed. The method of cropping black frames is used to obtain a clear image. The filter removes unnecessary
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black frames. This extraction is not done if the image is dominated by black. The color image is converted to black
and white. In the next step, the method of cropping black frames is applied to a black and white image.
The image has been processed with a Gaussian blur filter to improve clarity. The sharpness of the necessary

elements of the image was achieved by reducing the blur radius.
A modified convolutional neural network in the learning process creates filters that help classify images in

different positions. The accuracy metric was used during compilation.
The Ir parameter of the Adam optimizer was set to 0.000001. The fit_generator method was used to train a

convolutional neural network.

Experiments
Image processing was performed. Figure 4 shows the result of class 2 image processing and microaneurysm

detection.

sl

a) b) c) d)
Fig.4. the result of image processing in class 2: a — RGB image; b — halfton image; ¢) — image after improving the contrast; d)
microaneurysm image

Fig. 5 shows the result of class 4 image processing and detection of exudates.

b) c)
Fig.5. the result of image processing in class 4: @) RGB image; b) red channel;
¢) — image after improving the contrast; d) exudate image

The study initially used an unbalanced data set. Insufficiently high accuracy rates were obtained. To
balance the data, the weight was calculated for each class and the parameter was integrated into the built model.
This mechanism balances the distribution of data. The values of the weights are given in Table 1.

Table 1
Weight values
Degree of
diabetic Number of images Weight values
retinopathy

1 25810 1.00000000
2 2443 10.56487925
3 5292 4.87717309
4 873 29.5647193585
5 708 36.4548022599

The study analyzed the accuracy indicators of the basic and modified InceptionResNetV2 models. The
modified InceptionResNetV2 architecture showed better results. During the research, it was found that 21 epochs
are needed to achieve maximum accuracy. The program calculates the probability of an image belonging to a certain
class with high accuracy. The following indicators of recognition accuracy on the training set were obtained: for 1st
grade — 98.6%, for 2nd grade — 98.5%, for 3rd grade — 98.3%, for 4th grade — 98.15%, for 5th grade — 98.1%. The
following recognition accuracy values were obtained on the test set: for class 1 — 98.2%, for class 2 — 98.1%, for
class 3 — 98.05%, for class 4 — 98.05%, for class 5 — 98.0%.

Table 2 shows the recognition accuracy values for class 2 during training for 21 epochs.
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Table 2
Accuracy values for class 2
Epoch number Accuracy on the training set Accuracy on the control set
1 0.861 0.854
2 0.872 0.867
3 0.885 0.872
4 0.901 0.884
5 0.909 0.897
6 0.917 0.911
7 0.923 0.914
8 0.927 0.919
9 0.933 0.924
10 0.937 0.931
11 0.941 0.935
12 0.946 0.940
13 0.949 0.942
14 0.952 0.947
15 0.958 0.951
16 0.964 0.958
17 0.967 0.962
18 0.972 0.968
19 0.979 0.971
20 0.983 0.975
21 0.985 0.981

An analysis of the indicators of the cost function of the basic model and the modified InceptionResNetV2
model was carried out. The following values of the recognition cost function on the training set were obtained: for
class 1 —0.16, for class 2 — 0.22, for class 3 — 0.29, for class 4 — 0.34, for class 5 — 0.38. The following indicators of
the cost function on the test set were obtained: for the 1st class — 0.21, for the 2nd class — 0.25, for the 3rd class —
0.35, for the 4th class — 0.39, for the 5th class — 0.43. The obtained indicators are shown in Table 3

Table 3
Values of loss function
Degree of
diabetic Values of loss function on the training set Values of loss function the control set
retinopathy
1 0.16 0.21
2 0.22 0.25
3 0.29 0.35
4 0.34 0.39
5 0.38 0.43

The use of additional MaxPooling and Dense layers improved the speed and accuracy of the neural
network. The Dropout layer is effectively used to prevent overtraining. The Adam optimization method improved
network performance

Conclusions

The use of the InceptionResNetv2 convolutional neural network to determine the degree of diabetic
retinopathy is substantiated. Gaussian blurring, removal of black frames and minimization of the effect of changing
the position of images improved the quality of post-processing. The modified InceptionResNetv2 network has
higher accuracy and speed than the base model. High recognition rates were obtained for each of the five image
classes of the data set.

Successful performance testing of the application under various hardware and software configurations was
carried out. The trained model and software can be used under different operating systems. Compared with the
models proposed in previous studies, the developed system has better recognition accuracy and speed.

The developed application can be used in hospitals, polyclinics and other medical institutions. The prospect
of further research is the use of the modified convolutional neural network InceptionResNetv2 in other tasks of
medical diagnostics.

Use of the InceptionResNetv2 convolutional neural network to determine the degree of diabetic retinopathy
is substantiated. Gaussian blurring, removal of black frames and minimization of the effect of changing the position
of images improved the quality of post-processing. The modified InceptionResNetv2 network has higher accuracy
and speed than the base model. High recognition rates were obtained for each of the five image classes of the data
set.

The perspective of further research is to modify the structure of the convolutional neural network
InceptionResNetv2 in order to improve the recognition accuracy. Compared with the models proposed in previous
studies, the developed system has better recognition accuracy. Successful performance testing of the application

MDKHAPO/IHUI HAYKOBUI JKYPHAJL . 31
«KOMIT’KOTEPHI CUCTEMMU TA IHOOPMAIINHI TEXHOJIOTI II», 2024, Ne 1




INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

under various hardware and software configurations was carried out. The trained model and software can be used
under different operating systems. The developed application can be used in hospitals, polyclinics and other medical
facilities.
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