Research on software for error probability prediction in business process models using logistic regression

Business process modeling allows to graphically represent organizational activities and related events. It allows to identify areas for improving the organizational performance, define requirements for software solutions, and, in general, to facilitate communication between IT and business parties within or between different organizations. Therefore, at the stage of representing the activity in the form of a model, it is necessary to understand how likely it is that errors will occur during the implementation of the depicted business process. Thus, this study aims to improve the quality of business process models by solving the problem of predicting the error probability of business process execution. In order to assign error probabilities to each business process model from the training dataset, it is proposed to use one of the complexity metrics – the coefficient of network connectivity. To predict the error probability in business process execution, it is proposed to use the simplest and most intuitive machine learning model – logistic regression. As independent variables, it is proposed to choose the basic metrics of business process modeling – the number of nodes and arcs. Thus, the algorithm for solving the task includes steps related to calculating probabilities for the training data set, preparing training and test sets, determining regression parameters, visualization, and evaluation of training results. For the software that implements the proposed approach, a client-server architecture was chosen due to its flexibility and scalability. When developing software components, the Scikit-Learn machine learning library and the Python programming language were used to build a logistic regression mathematical model. The software tool is implemented as a web application based on MySQL, the Node JS platform, and the Express JS web framework. The quality assessment results of the developed prediction model indicate the suitability of the software tool for solving the problem of predicting the error probability of business process execution.
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Introduction

Today, enterprises and organizations aim to ensure the efficiency of their activities in order to increase competitiveness in a dynamic external environment. One of the approaches to organizational management is the business process management approach, which involves considering an enterprise as a connected set of business processes.

A business process is an ordered set of actions (tasks, works, etc.) aimed at transforming incoming material or information resources into services or goods of value to end users. Effective execution of business processes allows organizations to achieve their strategic goals. Thus, the task of business process management becomes even more relevant. One of the most important tools used in the business process management approach is business process modeling. Typically, business process modeling is aimed at creating graphical models that reflect the specifics of business processes, taking into account certain events, tasks, decision points, etc. Business process...
models are used to document activities to understand by participants, to analyze them by stakeholders in order to find “weaknesses” and improve organizational performance, and to help business and technical specialists understand each other when identifying requirements for information system software designed to automate these processes.

Therefore, already at the stage of building or analyzing a business process model, it is necessary to have an idea of the error probability during its execution. Quality analysis of business process models was covered by many research studies over the last decade. From various quality frameworks of process modeling [1] to quantitative approaches based on structural metrics (mostly originated from graph theory or software code metrics) [2]. In [3] authors prove the negative impact of poorly designed business process models to their execution. Various thresholds to assess the efficiency level of business process models were proposed in [4] and [5]. More structural metrics for business process models that reflect different quality attributes (i.e., understandability, maintainability, complexity etc.) are given in [6].

The study aims to improve the quality of business process models by solving the problem of predicting the error probability of business process execution. The research object is the process of predicting the error probability of business process execution. The research subject is the algorithm and software for predicting the error probability of business execution.

**Existing business process modeling and analysis tools**

Today, the de facto standard for business process modeling is the Business Process Model and Notation (BPMN).

BPMN is a method of creating diagrams that model the stages of a planned business process from the initial event that starts the process to the final event that ends the process. The BPMN notation is the basis of Business Process Management (BPM) – it visually depicts the detailed sequence of events and tasks required to complete a process [7].

The BPMN notation is used to build easy-to-read graphical models of business processes that can be shared across organizations and industries. BPMN diagram symbols are divided into four main groups [7]:
1) flow objects – events, tasks, sub-processes, gateways;
2) connecting objects – sequence flows, message flows, associations;
3) pools and lanes;
4) artifacts – annotations, groups, data objects.

The core elements of the BPMN business process modeling notation are shown in Fig. 1.

Therefore, it is reasonable to analyze the tools for business process modeling and analysis in terms of BPMN notation support and quality assurance of the created business process models, in particular, in terms of predicting the error probability of business process execution. A comparative analysis of existing business process modeling and analysis tools is shown in Table 1.

Thus, SAP Signavio Process Manager provides the most capabilities among the most common business process modeling and analysis tools regarding error prediction and notification of users at the stage of BPMN modeling. This tool is based on the business process modeling rules and notifies model authors about mistakes they may make.

At the same time, the presence or absence of errors in the model are discrete values that indicate the quality of the BPMN diagram “here and now”, but do not allow to assess the consequences of errors occurring during the execution of the business process. Thus, the problem of predicting the error probability of business process execution is relevant, and the appropriate algorithmic and software should be developed to solve it.
Table 1

<table>
<thead>
<tr>
<th>Business process modeling and analysis tool</th>
<th>BPMN modeling notation support</th>
<th>Quality control of created business process models</th>
<th>Simulation of business processes</th>
<th>Business process execution analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appian [8]</td>
<td>Supports</td>
<td>Check for BPMN syntax compliance</td>
<td>Does not support</td>
<td>Supports</td>
</tr>
<tr>
<td>Kissflow [9]</td>
<td>Supports</td>
<td>Check for BPMN syntax compliance</td>
<td>Does not support</td>
<td>Supports</td>
</tr>
<tr>
<td>Bizagi [10]</td>
<td>Supports</td>
<td>Check the business process structure</td>
<td>Supports</td>
<td>Supports</td>
</tr>
</tbody>
</table>

Problem statement

This paper solves the relevant problem of predicting the error probability of business process execution, for which it is necessary to develop the appropriate algorithm and software.

Thus, to achieve the aim of the study, it is necessary to solve the following tasks:
1) choose the method for predicting the error probability of business process models;
2) develop the algorithm for predicting the error probability of business process execution;
3) analyze the workflow of predicting the error probability of business process execution;
4) design and develop the software for predicting the error probability of business process execution;
5) verify the performance of the developed algorithm and software, analyze and discuss obtained results.

Error probability evaluation of business process models

The complexity of a BPMN model should be limited, both in terms of physical size and in terms of the number of elements and connections contained in the model. Large diagrams tend to indicate an unclear horizontal and vertical separation of the business process [12]. Vertical separation means that the model should fit into one clearly defined level of abstraction. This means that all actions contained in the model have the same level of detail and abstraction. A useful metric for establishing a consistent level of abstraction is the use of process objects, i.e., key data elements, documents, or files that flow through the process and are manipulated during specific activities. If one activity works with a set of documents while the next activity works with an attribute of a data item, these activities are not at the same level of abstraction [12]. Horizontal separation means that an end-to-end process has to be broken down into several connected diagrams if it is not described at the highest level of abstraction (usually as a value chain) [12].

Therefore, too complex business process models reduce their understanding and, as a result, lead to errors in business process execution. The following are levels of probability that a business process model is efficient [5]:
1) level 1 – 10% probability that the model is efficient;
2) level 2 – 30% probability that the model is efficient;
3) level 3 – 50% probability that the model is efficient;
4) level 4 – 70% probability that the model is efficient.

As for the connectivity of the business process model, study [5] defines the following thresholds:
1) level 1 (“very inefficient”) – 1.7;
2) level 2 (“rather inefficient”) – 1.1;
3) level 3 (“rather efficient”) – 0.6;
4) level 4 (“very efficient”) – 0.4.

Therefore, the proposed probability levels and thresholds can be interpreted, for example, as follows: if the connectivity of the elements of the business process model is less than or equal to 0.4, this model is considered “very effective” in terms of its understanding by stakeholders, and the probability of errors during the business process execution is about 10% [5].

Thus, the error probability of business process execution based on the coefficient of network connectivity (CNC) can be determined using the following formulas:

\[ CNC = \frac{Arcs}{Nodes} \]

\[ P_{Error} = \begin{cases} 
0.1, CNC \leq 0.4, \\
0.3, CNC \leq 0.6, \\
0.5, CNC \leq 1.1, \\
0.7, CNC \leq 1.7, \\
1.0, CNC > 1.7, 
\end{cases} \]
Algorithm for error probability prediction in business process models

Logistic regression is one of the most popular machine learning algorithms that belongs to the supervised learning methods. It is used to predict a categorical dependent variable using a given set of independent variables. Logistic regression produces probability values between 0 and 1 [14]. In this study, logistic regression is proposed to be used to predict the error probability of business process execution using the essential BPMN model structural features. The logistic regression method establishes a relationship between the dependent (y) and one or multiple independent (x) variables, but instead of a regression line, an S-shaped logistic function is used to predict two maximum values (0 or 1). Thus, logistic regression shows the probability of something – it determines how the value of the dependent variable y changes in response to the value of the independent variable x [14].

Mathematically, the logistic regression model for the problem of error probability prediction in business process models can be described by the following formula [14]:

$$P_{\text{Error}} = \frac{1}{1 + e^{-(a_0 + a_1 \text{Nodes} + a_2 \text{Arcs})}}$$

where \(a_0, a_1,\) and \(a_2\) are the logistic regression parameters that should be found.

To determine the parameters of logistic regression, the minimization of the residual sum of squares MSE (Mean Squared Error) is used [14]:

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{p_i^{\text{Error}}}{1 + e^{-(a_0 + a_1 \text{Nodes} + a_2 \text{Arcs})}} - \frac{1}{1 + e^{-(a_0 + a_1 \text{Nodes} + a_2 \text{Arcs})}} \right)^2 \rightarrow \min_{a_0, a_1, a_2},$$

where:
- \(n\) is the number of observations;
- \(p_i^{\text{Error}}(CNC)\) is the error probability in each observation, \(i = 1, n;\)
- \(\text{Nodes}_i\) is the number of business process elements in each observation, \(i = 1, n;\)
- \(\text{Arcs}_i\) is the number of business process sequence flows in each observation, \(i = 1, n.\)

To minimize MSE, the gradient descent method [15] is usually used:

$$a_j = a_j - a \frac{\partial}{\partial a_j} f(a_0, a_1, a_2), j = 0, 1, 2$$

where \(f(a_0, a_1, a_2)\) is the cost function, basically MSE (4).

However, in this paper, we propose to use machine learning software libraries where the logistic regression method is already implemented [14].

The proposed algorithm (Fig. 2) for solving the problem of predicting the error probability of business process execution includes the following steps:

1) calculate the probabilities using expression (2) for a set of business process models;
2) prepare training and test datasets that include independent variables (number of nodes and arcs) and estimate the error probability of a business process execution;
3) determine the parameters of logistic regression (3) by minimizing the MSE (4);
4) evaluate the logistic regression model for the training and test data sets;
5) determine the business process model features for which the error probability should be predicted;
6) predict the error probability using the trained logistic regression model (3).
Workflow of error probability prediction in business process models

The workflow (Fig. 3) of predicting the error probability of business process execution is analyzed using the graphical notation for functional modeling IDEF0. The prediction workflow involves a data analyst and a business analyst who use the software tool to solve the problem. The inputs to the workflow are a dataset of business process models collected as part of the BPMAI project [16] and a BPMN model to be analyzed. As a result of the prediction workflow, an estimate of the error probability of the business process execution and a corresponding report are provided. The prediction workflow is based on the BPMN meta-model [13], machine learning models and probability thresholds [5].

A detailed description of the workflow for predicting the error probability of business process execution includes activities related to preparing the data set, training the model, processing the BPMN file uploaded by the user, and making predictions and preparing the corresponding report (Fig. 3). Steps 1 – 2 of this workflow, highlighted in yellow in Fig. 3, as well as steps 1 – 4 of the algorithm (Fig. 2) are performed only at the training stage of the machine learning model.
Software tool for error probability prediction in business process models

The client-server architectural model [17] was chosen to develop the software for predicting the error probability of business process execution due to its advantages of scalability, security, and availability. Therefore, Fig. 4 demonstrates a software components deployment diagram created according to the selected type of a system architecture.

Fig. 4. Software components deployment diagram

To build a classification model based on logistic regression (Fig. 3) and predict the error probability of business process execution, it is proposed to use the Python programming language and the Scikit-Learn library [18]. As for the application for predicting the likelihood of business process errors, it is proposed to use the Node JS [19] platform (to create a server-side web application in JavaScript) and the Express JS [19] framework (to simplify the development of a web application), as well as the MySQL database management system (DBMS) the second popular DBMS [20].

The proposed use case diagram depicts the capabilities of the software to meet the needs of its users - data analysts and business analysts:

1) using the data (from the BPMAI collection [16]) prepared for loading and processing;
2) calculating the error probabilities of business process execution and building a prediction model, including partitioning the dataset for training and testing, as well as feature scaling;
3) uploading BPMN models, predicting the error probability of business process execution, and formulating recommendations for improving business process models.

Fig. 4. Software components deployment diagram
Software users have access to a ribbon with previously uploaded BPMN models (Fig. 5).

For the selected model, its name is displayed and a pie chart with the number of core business process elements is provided (Fig. 6).

Also, for the selected business process model, the value of the coefficient of network connectivity (1) and the error probability of a business process are given (Fig. 7).

**Results and discussion**

To verify the performance of the developed software in predicting the error probability of business process execution, we used the business process models from the BPMAI [8]. Based on CNC (1), models from this dataset were previously analyzed for possible presence of errors. A dataset from the BPMAI project [16] containing descriptions of business process models has already been prepared and is available as a CSV (Comma-Separated Values) file.

The BPMAI project [16] defines descriptions of 18812 business process models of different organizations from different countries (Fig. 8):

– training dataset for building a logistic regression model is 80% of the total dataset – 15049 models;
– test dataset is 20% of the total data set – 3763 models.

Using the Scikit-Learn library of the Python programming language and the training dataset, a logistic regression model was built to predict the error probability of business process execution:

\[
P_{\text{Error}} = \frac{1}{1+e^{0.54+6.05Nod+2.55Arcs}}
\]
Hence, the following logistic regression parameters minimize the residual sum of squares (MSE) given in (4):

1) \( a_0 = -0.54 \);
2) \( a_1 = 6.09 \);
3) \( a_2 = -2.65 \).

To find the regression parameters, one of the multivariate optimization methods could be used, for example, the gradient descent method (5). However, in this work, we used the Scikit-Learn machine learning package, which already implements a classification method based on logistic regression [18].

The classification results are shown in Fig. 9. The blue color (category “1”) represents BPMN models that have been identified as error-prone models. To analyze the performance of the developed algorithm and software for detecting structural errors in business process models, we will use the confusion matrix (Table 1) [21].

**Table 1**

<table>
<thead>
<tr>
<th>Does a business process model have structural errors?</th>
<th>Correct answers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Classification results</strong></td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>2281</td>
</tr>
<tr>
<td>No</td>
<td>420</td>
</tr>
</tbody>
</table>

Based on the obtained confusion matrix, the following indicators were determined [21]:

1) true-positive (TP) results – 2281 models;
2) false-positive (FP) results – 211 models;
3) false negative (FN) results – 420 models;
4) true-negative (TN) results – 581 models.

Therefore, the following quality metrics [21] of the created machine learning model were computed:

1) precision (the share of correct answers within a class):\[
\text{Precision} = \frac{TP}{TP+FP} = 0.92;
\]

(7)
2) recall (the share of true-positive classifications):
\[ \frac{TP}{TP+FN} = 0.84; \]  
\[ (8) \]

3) accuracy (share of correct answers):
\[ \frac{TP+TN}{TP+TN+FP+FN} = 0.83; \]  
\[ (9) \]

4) summarized performance metric:
\[ F – measure = 2 \frac{Precision \times Recall}{Precision + Recall} = 0.88; \]  
\[ (10) \]

The obtained values of precision (7) and recall (8), as well as accuracy (9) and F-measure (10) are quite high, which makes it possible to consider the developed algorithm and software as suitable for predicting the error probability of business process execution.

Conclusions

This study addresses the relevant practical problem of predicting the error probability of business process execution. Thus, the following tasks were solved in this paper:

1) logistic regression is chosen for predicting the probability of business process errors;
2) developed the algorithm for predicting the error probability of business process execution;
3) analyzed the workflow of predicting the error probability of business process execution;
4) developed the software tool for predicting the error probability of business process execution;
5) verified the performance of the developed software and analyzed the obtained results.

Obtained results allow us to conclude that it is possible to predict the presence of errors in the execution of business processes by analyzing the model complexity – complex models are incomprehensible and inefficient to use and can lead to error occurrence in the processes themselves. Thus, the developed tool can be used to analyze the complexity of BPMN 2.0 models and, accordingly, the error propensity.
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