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ANALYTICAL REVIEW OF PUBLICATIONS ON MACHINE LEARNING METHODS
IN ONCOLOGY AND APPROACH TO EVALUATING THEIR QUALITY

The work includes an analytical review of publications on machine learning methods in oncology and an approach to
evaluating their quality. An analysis of publications by year was conducted in the Web of Science and Scopus bibliometric
databases. The highest number of authors, the number of publications among universities, the number of countries, and publication
categories in the Scopus bibliometric database on machine learning methods in oncology are presented. A multifactor regression
prediction model for bone tissue density in oncological pathology predicting four severity grades of the studied disease course was
proposed. This model included the following factors with corresponding weights: gender (2.1), age (0.06), stage (0.9),
absence/presence of B-symptoms (A/B) (0.9), international prognostic index (IPI-NCCN) ( 1.1), body mass index (BMI) (-0.2),
number of chemotherapy courses (0.9), Charlson comorbidity index (CCI) (0.3), bone mineral density after completion of
chemotherapy (HU C) (-0.08), B-2-microglobulin (B2M) level (0.0007), lactate dehydrogenase (LDH) (0.006), body surface area
(BSA) (-3.3). To assess the level of confidence in the proposed model for predicting bone density disorders in oncological pathology,
ROC analysis was performed to obtain the corresponding curves and the area under them was estimated. A conclusion was made
about the quality of the classification and the sensitivity, specificity, prognostic value of positive and negative results, the ratio of
the probability of positive and negative results, as well as the accuracy of the classification were determined. For each of the four
degrees of severity of violations (1C, 2C, 3C, 4C), it is necessary to carry out appropriate calculations, the matrices of
inconsistencies for which are given in four tables. Sensitivity was calculated for 1C (98.8%), 2C (97.5%), 3C (95.2%) and 4C
(98.5%); specificity for 1C (90.4%), 2C (83.3%), 3C (90.9%) and 4C (95%), predictive value of a positive result for 1C (97.6%),
2C (95.2%), 3C (97.5%) and 4C (97%), predictive value of a negative result for 1C (95%), 2C (90.9%), 3C (83.3%) and 4C
(97.4%); accuracy for 1C (97.1%), 2C (97.1%), 3C (97.1%), and 4C (97.1%). According to the results of the analysis of ROC
curves, a high level of classification of 1C (AUC=0.8689), 3C (AUC=0.869) and 4C (AUC=0.869) was established. The average level
of classification of bone density disorders according to 2C (AUC=0.758).

Keywords - Analytical analysis of publications, machine learning methods, forecasting, bone density, regression analysis,
oncology, ROC analysis.

ABYBAKAP Canix A6xymxamisn

TepHOMIIBCHKUIT HAaLlIOHAIBHUIT TEXHIYHUI yHIBepcuTeT iMeHi IBana [Tymost

CBEPCTIOK Amnpiit

TepHominbchbKui HalliOHATbHUI TeXHIUHMI yHiBepcuTeT iMeHi IBana [Tymios,
TepHOMiNbCHKUIA HAalllOHATBHUI Mequ4Huil yHiBepceuTeT imMeHi 1. S1. TopbayeBcrkoro MO3

AHAJITUYHUM OTJIAJ l'[}’BJIIKAHIFI IO METOJAX MAILIMHHOT'O
HABYAHHS B OHKOJIOT'TI TA HIAXIA JO ONIHIOBAHHA IX AKOCTI

Y poboti nipoBegeHo aHaniTudHmi ornisa ny6sikauivi o MeTogax MalMHHOIMO HaBYaHHS B OHKOJIOMT Ta rigxig Ao
OLJiHIOBaKHHS iX SKOCTI. [POBEAEHO aHasii3 ry6rikaLii o pokax B HayKoMeTpmuunx 6asax Web of Science ta Scopus. lpeacrasrieHo
HaviGIIbLLYy KifIbKICTb aBTOPIB, KIIbKICTB MyO/IiKaUivi Cepes yHIBEPCUTETIB, KIIbKICTb KpaiH, KaTeropii ryorikauiyi B HayKOMETPUYHIV
6a3/ Scopus 1o METOAAX MALUMHHOIO HaBYaHHS B OHKO/IOr. 3arpornoHoBaHa 6aratoakTopHa perpecivina MoAEs b MporHO3yBaHHs
LiIbHOCTI  KICTKOBOI  TKaHWHW 1P OHKOJIOMYHIM  1IaTo/iorii rpy  MpOrHO3yBaHHI HYOTUPbOX CTYIIEHIB BAXKOCTI pPOTIKaHHS
LAOCTIAKYBAHOro 3axBOproBaHHs. Lo AaHOI MOAE/T BBIVILLIIN Taki QpakTopH 3 BIAIMOBIGHUMY BAroBumMu KoegilieHTamu. crats (2.1), Bik
(0.06), cragis (0.9), BiACyTHICTE/HasBHICTb B-cumnTomis (A/B) (0.9), MxHapoaHusi nporHocTudHm ingexc (IPI-NCCN) (1.1), iHgexc
macu Tina (BMI) (-0.2), kinbkicts Kypcis ximioteparii (Number of chemotherapy courses) (0.9), iHAekc KomopbiaHocTi LLiapsibcoHa
(IKLL) (Charlson Comorbidity Index (CCI)) (0.3), MiHEPa/IbHA LYi/IbHICTL KICTKW MICs 3aBepuuerHHss Ximioreparii (HU C) (-0.08),
piBeHb  [-2-mikpornobynidy (B2M) (0.0007), naktataerigporeqasa (LDH) (0.006), nnowa nosepxHi tina (BSA) (-3.3). 4na
OLJiHIOBaKHHS piBHS AOBIpY [0 3arpOorioOHOBaHOI MOAENI ITPOrHO3yBaHHS MOPYLIEHD LiIbHOCTI KICTKOBOI TKaHNHM Py OHKO/IOMTYHIN
narosorii nposegerHo ROC-arHasi3 i3 OTpUMarHsIM BIAMOBIAHNX KDUBUX Ta OLIHEHO M/IOLY 14 HUMH. 3PO6IIEHO BUCHOBOK PO SKICTE
Kknacuikadii, a TaKoX BUIHAYEHO YyT/IMBICTb, CIIELNPIYHICTL, MPOrHOCTUYHY LIHHICTL MO3UTUBHOIMO Ta HEratuBHOro pPe3y/ibTatis,
BIAHOLIEHHS MPaBAONOAIOHOCTI MO3UTUBHOIO Ta HEratuBHOIO PE3Y/IbTaTiB, a TaKoX TOYHICTb Kacugikauii. BiarnosigHi po3paxyHkm
TIPOBECTU /151 KOXHOIO [3 YOTUPbOX CTYIIEHIB BaXKOCTI nopyiwers (1G 2C 3G 4C), MatpuLi HEBIAMOBIAHOCTEN [0 SKUX HABEAEH] y
qoTUpbOX Tabsmysx. Po3paxoBaHo dyt/imsicte 415 1C (98,8%), 2C (97,5%), 3C (95,2%) 1a 4 C (98,5%),; crieuyngiyricts 419 1C
(90,4%), 2C (83,3%), 3C (90,9%) 1@ 4 C (95%); nporHoCTwyHy LiHHICTE Mo3uTuBHOro pesysstary 415 1C (97,6%), 2C (95,2%),
3C (97,5%) ra 4C (97%); nporHoCcTMyHy UiHHICTb HeratusHOro pesysnbtary aid 1C (95%), 2C (90,9%), 3C (83,3%) 1a 4C
(97,4%.); TouHicte 4715 1C (97,1%), 2C (97,1%), 3C (97,1%) 1a 4C (97,1%). 3a pe3ybraramm arHanizy ROC-kpuBux BCTaHOB/IEHO
BUCOKmY piBeHb knacngikayii 1C (AUC=0.869), 3C (AUC=0.869) ta 4C (AUC=0.869). CepeaHivi piseHb knacuikauii nopyeHs
LIIbHOCTI KicTKOBOI TKaHmHn 418 2C (AUC=0.758).

Kito4oBi ¢/10Ba: aHanitmdHmi aHasiz rybriikaliv, METoan MalMHHOIO HABYEHHS, [POrHO3YBAHHS, LWIIbHICTb KICTKOBOI
TKGHUHYM, PErPECIHHMA aHasi3, oHKosoris, ROC-aHa/i3

6 MDKHAPOJIHUII HAVKOBUI KYPHAJI .
«KOMITI'KOTEPHI CUCTEMMU TA IHOOPMAIINHI TEXHOJIOTI'TI», 2024, Ne 1


https://doi.org/10.31891/csit-2024-1-1

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Introduction

Accurate disease prediction is crucial in the medical field. Modern research demonstrates the effective
combination of artificial intelligence algorithms and medical scientific research in healthcare . This article provides
an analytical review of publications on machine learning methods in oncology and the approach to evaluating their
quality. The choice of an artificial intelligence component for consultative and diagnostic information technology
for glaucoma diagnosis [1] is highly important in modern medicine and technology. Integrating artificial intelligence
into diagnostic technology can significantly improve the accuracy and accessibility of diagnosis, enabling early
detection and personalized treatment of diseases, especially in regions with limited access to specialized medical
professionals. This can lead to a substantial increase in effectiveness and improvement in patient health. Approach
to developing an information system for monitoring patients with infectious diseases is discussed in [2]

Article [3] relates to CUDA-based parallelization of gradient boosting and bagging algorithms for disease
diagnosis in the field of healthcare and technology.

In works [4-8], multifactor regression prediction models are built for diagnosis and risk assessment of various
diseases. The CART algorithm - an acronym for Classification and Regression Trees - is often used. It is a decision
tree algorithm that can be used for both classification and regression tasks. CART was developed by Leo Breiman,
Jerome Friedman, Charles J. Stone, and Richard Olsen [9]. This algorithm can be divided into steps [10].

The tree is formed by optimizing the Gini index at each step. This approach allows building a tree that makes
optimal splits for classification [11]. At each stage of tree construction, the optimal discriminant attribute that
maximizes the Gini index or minimizes error is selected. Optimization methods such as searching for all possible
splitting attributes and their thresholds can be used for this purpose. Through a recursive process, the selection of a
separate attribute and its threshold for each new node is repeated until a stop condition is met.

Recursion ends when a stop condition is reached, such as the maximum tree depth, which in this case is set to
4. The goal of the CART algorithm is to minimize this Gini index at each split to obtain a more accurate and clean
classification tree.

After building the model based on the decision tree, the next step is to analyze the accuracy and sensitivity of
the model [12]. Sensitivity, also known as True Positive Rate (TPR) or Recall, is a metric that measures the ability
of a classification model to correctly identify positive cases among the total number of actual positive cases [13].
This metric is critically important in healthcare, where failure to identify a condition (such as cancer or osteoporosis)
correctly can have serious or even fatal consequences. Accuracy measures the percentage of correct identifications
of positive cases. In healthcare, high accuracy means a more reliable diagnosis. Lower accuracy can lead to false
positives, which can result in unnecessary treatment or tests, causing stress and additional expenses on medical
services. To evaluate the model's quality, it is necessary to obtain the model's classification accuracy using Python
[14].

In works [15 - 18], the effectiveness of the GINI index and information gain metrics in classification tasks
using decision tree classifier algorithms is investigated. Decision trees are widely used in machine learning for
classification and regression tasks due to their simplicity and interpretability. The GINI index and information gain
are commonly employed to determine the best split at each node of the decision tree. The research aims to evaluate
how these metrics influence the performance of decision tree classifiers in various classification tasks. By
comparing their impact on accuracy, precision, recall, and F1 score metrics, this study provides insights into the
strengths and limitations of using the GINI index and information gain in decision tree-based classification
algorithms.

In works [19 - 21], the research on employing a decision tree-based approach, specifically the Classification
and Regression Trees (CART) model, for diagnosing coronary artery disease (CAD). Coronary artery disease is a
common and serious heart condition, and early diagnosis is crucial for effective treatment and management.
Decision tree models, such as CART, are well-suited for medical diagnosis tasks due to their ability to handle
complex decision-making processes and provide interpretable results. This study aims to develop a CART model
trained on relevant medical data to accurately classify patients as either having or not having CAD based on their
clinical parameters and test results. By evaluating the performance of the CART model in terms of sensitivity,
specificity, accuracy, and other relevant metrics, this research contributes to the development of efficient and
reliable diagnostic tools for CAD.

Machine learning using python is introduced to data scientists in works [22, 23], focusing on practical
applications with Scikit-Learn and TensorFlow libraries.

The article [22], explores the potential applications of reinforcement learning in modern scenarios. It delves
into how reinforcement learning algorithms can be utilised in various fields such as robotics, gaming, finance, and
healthcare. By providing insights into the capabilities and limitations of reinforcement learning, the article highlights
its significance in addressing complex decision-making tasks and optimising system performance in real-world
settings.

Analytical review of publications on machine learning methods in oncology
To assess the relevance of research on machine learning methods and their use in oncology diagnostics in the
Web of Science bibliometric database, an analytical query was formulated as follows:
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(TS=("forecasting models") OR TS=("forecasting methods") OR TS=("PCA method") OR TS=("regression
analysis") OR TS=("decision trees ") OR TS=("neural network models”) OR TS=("cluster analysis") OR
TS=("decision making methods") OR TS=("medical calculator) OR TS=("artificial intelligence”) OR
TS=("information system™) OR TS=("expert system") OR TS=("reinforcement learning") OR TS=("regularisation")
OR TS=("Markov decision process”)) AND (TS=("oncology")).The search yielded 5046 publications, the
distribution of which by year is shown in Figure 1.
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Fig. 1. Number of publications over the years in the Web of Science bibliometric database based on the search results of machine
learning methods and their application in oncology diagnostics

According to Figure 1, over the past 10 years, there has been a steep increase in interest in the development
and application of machine learning methods in oncology diagnostics. Specifically, in 2020, 639 publications were
published, in 2021 — 771, in 2022 — 894, in 2023 — 1049, and initially in 2024 — 211.

Similarly, based on a search for machine learning methods and their application in oncology diagnostics in
the Scopus bibliometric database, 538 publications were obtained. The distribution of these publications by year is
shown in Figure 2.
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Fig. 2. Number of publications over the years in the Scopus bibliometric database based on the search results of machine learning
methods and their application in oncology diagnostics
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According to Figure 2, over the past 10 years, there has been a steep increase in interest in the development
and application of machine learning methods in oncology diagnostics. Specifically, in 2020, 29 publications were
published, in 2021 — 63, in 2022 — 113, in 2023 — 205, and initially in 2024 — 24,

Figure 3 shows the highest number of authors in the Scopus bibliometric database based on the search results
of machine learning methods and their application in oncology diagnostics.
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Fig. 3. Maximum number of authors in the Scopus bibliographic database based on the search results of machine learning methods and
their application in oncology diagnostics

According to Figure 3, the number of documents by authors in the Scopus bibliography based on the search
results of machine learning methods and their application in oncology diagnostics is as follows: Mahajan, A. — 10,
Dlamini, Z. — 8, Mira, J. — 7, Chakrabarty, N. — 5, Aneja, S. — 4, Demetriou, D. — 4, Gerstung, M. — 4, Luchini, C. —
4, Taboada, M. — 4, Adeoye, J. — 3.

Figure 4 shows the highest number of publications among universities in the Scopus database based on the
search results of machine learning methods and their application in oncology diagnostics.
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Fig. 4. Highest number of publications among universities in the Scopus bibliographic database based on the search results of machine
learning methods and their application in oncology diagnostics
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According to Figure 4, the number of affiliations in the Scopus bibliography based on the search results of
machine learning methods and their application in oncology diagnostics are as follows: Harvard Medical School —
13, German Cancer Research Center — 13, Tata Memorial Hospital — 13, University of Texas — 10, Mayo Clinic — 9,
Homi Bhabha National Institute — 8, Memorial Sloan Kettering Cancer Center — 8, University of Pretoria — 8,
African Medical Research Council — 8, and Steve Biko Academic Hospital — 7.

Figure 5 shows the highest number of countries in the Scopus bibliographic database based on the search
results of machine learning methods and their application in oncology diagnostics.

Documents by country or territory

Compare the document counts for up to 15 countries/territories.
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Fig. 5. The highest number of countries in the Scopus bibliographic database based on the search results of machine learning methods
and their application in oncology diagnostics

Documents by countries and territories are presented in Figure 5. USA — 130, India — 83, China — 60,
Germany — 44, United Kingdom — 44, Italy — 32, Spain — 28, Canada — 26, France — 20, Netherlands — 18.

Figure 6 shows the largest categories of publications in the Scopus bibliographic database based on the
search results of machine learning methods and their application in oncology diagnostics.

Documents by subject area
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Fig. 6. Categories of publications in the Scopus bibliographic database based on the search results of machine learning methods and their
application in oncology diagnostics
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According to Figure 6, the documents are categorized as follows: Medicine - 35.6%, Biochemistry - 19.0%,
Informatics - 11.5%, Engineering - 5.6%, Pharmacology - 2.6%, Healthcare - 2.5%, Nursing - 2.5%, Chemical
Engineering - 2.1%, Mathematics - 2.1%, Physics and Astronomy - 1.9%.

Building a multi-factor regression model
for predicting bone tissue density in oncological pathology (BTDOP)

A dataset consisting of 18 main factors was used to construct the multifactorial regression model for
predicting BTDOP. The input data included age, gender, disease stage, presence or absence of B-symptoms,
extracellular factors, molecular subtypes, international prognostic index, history of fractures, body mass index,
number of chemotherapy courses, Charlson comorbidity index, bone mineral density at diagnostic stage, bone
mineral density after chemotherapy completion, percentage decrease in bone mineral density after chemotherapy
compared to diagnostic stage, levels of -2 microglobulin, lactate dehydrogenase, body surface area, and changes in
structural and functional status of bone tissue, risk degree. The aforementioned indicators of 115 patients with bone
tissue density disorders were used to construct the multifactorial regression model for predicting bone tissue density

in oncological pathology (BTDOP).

The results of obtaining significant factors in the Statistica 12.0 program and their weight coefficients (b)
with corresponding levels of significance (p-value) in predicting BTDOP are presented in Figure 7.

b* Std.Err b Std.Emr t(102) p-value

N=115 | ofb* of b

Intercept ! 3453773 2,635856 13,1030/ 0,000000
Gender 0,112529] 0,019220,  2,13967 | 0,365463 5,8547  0,000000
Age 0,089086| 0,032888 0,05533  0,020427 2,7088 0,007921
Stage 0,082780| 0,034687 0,85176 0,356903 2,3865/ 0,018852
A/B 0,045375 0,017473  0,86541 0,333258 2,5968/ 0,010799
| IPI-NCCN 0,214477  0,031357 1,09900/ 0,160677 6,8398/ 0,000000
BMI -0,111279| 0,035931  -0,23653  0,076374 3,0970| 0,002525
Number of chemotherapy courses 0,149445  0,027146 0,90325 0,164074 5,5052| 0,000000
Charlson Comorbidity Index (CCl) 0,101023 0,032687  0,26975 0,087279 3,0907| 0,002575
HUC -0,404111,  0,025615  -0,07865  0,004985 15,7763/ 0,000000
B2M 0,078390,  0,019605 0,00068 0,000169 3,9985/ 0,000121
LDH 0,081267| 0,020085 0,00588 0,001452 4,0462/ 0,000101
BSA -0.079969,  0,039208  -3,29485 1,615443 -2,0396,  0,043976

Fig. 7. The results of obtaining significant factors in the Statistica 12.0 program and their weight coefficients (b) with corresponding
levels of significance (p-value) in predicting bone tissue density disorders (BTDOP)

According to Figure 7, the predictors included in the model for predicting BTDOP are gender (2.1), age
(0.06), stage (0.9), absence/presence of B-symptoms (A/B) (0.9), international prognostic index (IPI-NCCN) ( 1.1),
body mass index (BMI) (-0.2), number of chemotherapy courses (0.9), Charlson comorbidity index (CCI) (0.3),
bone mineral density after completion of chemotherapy (HU C ) (-0.08), B-2-microglobulin (B2M) level (0.0007),
lactate dehydrogenase (LDH) (0.006), body surface area (BSA) (-3.3).

Evaluation of the model's performance in predicting bone tissue density disorders in oncology patients
To assess the level of confidence in the proposed model for predicting bone tissue density disorders (BTDD),
it is necessary to conduct ROC analysis to obtain the corresponding curves and evaluate the area under the curves
(AUC) to make conclusions about classification quality. Additionally, sensitivity, specificity, positive and negative
predictive values, likelihood ratios of positive and negative results, as well as classification accuracy should be
determined. The calculations should be performed for each of the four severity levels of BTDOP (1C, 2C, 3C, 4C),
with confusion matrices provided in Tables 1, 2, 3, and 4.

Table 1
Number of sick patients to verify the prediction model of BTDOP classification for Stage 1 (1C)
Risk level The number of patients with bone density disorders to verify the model of BTDOP for classification of 1C relative to 2C,
3C, and 4C is as follows:
True Positive 2C, Sum False Positive Sum1C Total (a1234+b1234)
3C, 4C (31234) 2C, 3C, 4C 1C (b1234) (b1234)

(31234)

2C 20 83 2 2 85

3C 24
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4C 39
1C False Negative 1 True Negative 19 Total (Cip34+d1234)
(C1234) (d1234)
20
Total: 812341C1234 D1234+ 01234 1234+ D1234+C1230+ 01234
84 21 105

Given the numerical values from Table 1, we obtained:
Sensitivity of detecting BTDD 1C relative to 2C, 3C, and 4C:
Se1234=(a1234/(a1234+C1234)) *100% )]
Se1234=(83/(83+1))*100% = (83/84)*100%=98,8%.
Specificity of detecting changes in BTDOP: 1C relative to 2C, 3C, and 4C:
Sp1234=(d1234/ (D1234+01234))*100% 2
Sp12as = (19/(19+2))*100% = (19/21)*100%=90,4%.
The positive predictive value of classifying patients with 1C relative to 2C, 3C, and 4C:
PPV1234=(a1234/(21234+b1234)) *100% (3)
PPV 1234 =(83/(83+2))*100%=(83/85)*100%=97,6%.
The negative predictive value of classifying patients with 1C relative to 2C, 3C, and 4C:
NPV 1234=(d1234/ (C1234+01234))*100% (4)
NPV1234 =(19/(19+1))*100%=(19/20)*100%=95%.
The likelihood ratio of a positive result in detecting patients with 1C relative to 2C, 3C, and 4C:
LR+1234 = (S€1234/(100-Sp1234)) (5)
LR+1234 = (98,8/(100-90,4)) = 98,8/9,6=10,29
Similarly, the probability of obtaining a positive result of CTOP changes in patients with 2C, 3C, and 4C is 10.29
times higher compared to the probability of a positive result in patients with 1C.
The likelihood ratio of a negative result in detecting patients with 1C relative to 2C, 3C, and 4C:
LR-1234=((100-Se1234)/Sp1234) 6)
LR-1234=((100-98,8)/90,4)= 0,013
Therefore, the probability of obtaining a negative result of BTDOP changes in patients with 1C is 76.9 times higher
(1/0.013) compared to the probability of a positive result in patients with 2C, 3C, and 4C.
Accuracy BTDOP1234 =((a1234+01234)/(81234+D1234 +C1234+01234))*100% (7
Accuracy BTDOP1234 =((83+19)/(83+2+1+19))*100%=(102/105)*100%=97,1%
Therefore, the accuracy rate of predicting 1C is 97.1%.

Table 2
Number of diseased patients for validating the changes model of BTDOP classification for 2C
Risk level The number of sick patients for verifying the model of BTDOP classification for 2C relative to 1C, 3C, 4C.
True Positive 1C, Sum False Positive Sum 2C Total (az134+b2134)
3C, 4C (8.2134) 1C, 3C, 4C 2C (b2134) (b2134)
(a2134)
1C 18 79 2 4 83
3C 22 2
4C 39
2C False Negative 2 True Negative (dz134) 20 Total (C2134+d2134)
(C2134)
22
Total: 821341 C2134 D2134+ 02134 213402134+ Ca134+ 2134
81 24 105

Given the numerical values from Table 2, we obtained:
Sensitivity of detecting BTDOP 2C relative to 1C, 3C, and 4C:
Se2134=(a2134/(a2134+C2134)) *100% ()]
Sezza= (79/(79+2))*100% = (79/81)*100%=97,5%.
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Specificity of detecting changes in BTDOP: 2C relative to 1C, 3C, and 4C:
Sp2134=(02134/ (D2134+d2134)) *100% 9
Sp2134 = (20/ (20+4)) *100% = (20/24) *100%=83,3%.
The positive predictive value of classifying patients with 2C relative to 1C, 3C, and 4C:
PPV2134=(az134/(a2134+02134)) *100% (10)
PPV 2134 =(79/(79+4))*100%=(79/83)*100%=95,2%.
The negative predictive value of classifying patients with 2C relative to 1C, 3C, and 4C:
NPV 2134=(d2134/ (C2134+02134))*100% (11)
NPV2134 =(20/ (20+2))*100%=(20/22)*100%=90,9%.
The likelihood ratio of a positive result in detecting patients with 2C relative to 1C, 3C, and 4C:
LR+2134 = ( Se2134/ (100-Sp2134)) (12)
LR+213 = (97,5 /(100-83,3)) = 97,5 /16,7=5,83
Therefore, the probability of obtaining a positive result of CTOP changes in patients with 1C, 3C, and 4C is 5.83
times higher compared to the probability of a positive result in patients with 2C.
The likelihood ratio of a negative result in detecting patients with 2C, relative to 1C, 3C, and 4C:
LR-2134=((100-Se2134 )/ Sp2134) (13)
LR-2134=(( 100-97,5)/ 83,3)= 0,03
Therefore, the probability of obtaining a negative result of CTOP changes in patients with 2C is 33.3 times higher
(1/0.03) compared to the probability of a positive result in patients with 1C, 3C, and 4C.
Accuracy BTDOP2134 =((a2134+02134)/ (8213402134 +C2134+02134))*100% (14)
Accuracy BTDOP2134 =((79+20)/(79+2+2+20))*100%=(99/103)*100%=97,1%
Therefore, the accuracy rate of predicting 2C is 96.1%.

Table 3
Number of diseased patients for validating the changes model of BTDOP classification for 3C
Risk level The number of sick patients for verifying the model of BTDOP classification for 3C relative to 1C, 2C, 4C.
True Postive 1C, 2C, Sum False Negative 3C (bs124) Sum 3C Total (asia+baizg)
4C (a3124) 1C, 2C, 4C (03124)
(33124)
1C 20 79 - 2 81
2C 21 1
4C 38 1
3C False Negative 4 True Negative (ds124) 20 Total (Caipa+dsiza)
(Ca124)
24
Total: 831241 Ca124 D3124+ 03124 3124+03124+Ca124+ 03124
83 22 105

Given the numerical values from Table 3, we obtained:
Sensitivity of detecting BTDOP 3C relative to 1C, 2C, and 4C:
Ses124=(a3124/(a3124+C3124)) *100% (15)
Sesi2a= (79/(79+4)) * 100% = (79/83) *100%=95,2%.
Specificity of detecting changes in BTDOP: 3C relative to 1C, 2C, and 4C:
Spa124=(da124/ (D3124+03124))*100% (16)
Spa124 = (20/ (20+2)) *100% = (20/22) *100%=90,9%.
The positive predictive value of classifying patients with 3C relative to 1C, 2C, and 4C:
PPV3124=(a3124/ (a3124+D3124))*100% a7
PPV3124 =(79 / (79+2))*100%=(79/81)*100%=97,5%.
The negative predictive value of classifying patients with 3C relative to 1C, 2C, and 4C:
NPV3124=(d3124/ (C3124+03124))*100% (18)
NPV3124 =(20/ (20+4))*100%=(20/24)*100%=83,3%.
The likelihood ratio of a positive result in detecting patients with 2C relative to 1C, 3C, and 4C:
LR+3124 = ( Sesiz4/ (100-Sp3124)) (19)
LR+3104 = (95,2/(100-90,9)) = 97,5 /9,1=10,7
Therefore, the probability of obtaining a positive result of CTOP changes in patients with 1C, 2C, and 4C is 10.7
times higher compared to the probability of a positive result in patients with 3C.
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The likelihood ratio of a negative result in detecting patients with 3C, relative to 1C, 2C, and 4C:
LR-3124=(( 100-Ses124 )/ Spa12s) (20)
LR-3124=(( 100-95,2)/ 90,9)= 0,05

Therefore, the probability of obtaining a negative result of CTOP changes in patients with 3C is 20 times higher
(1/0.05) compared to the probability of a positive result in patients with 1C, 2C, and 4C.

Accuracy BTDOP 3124 =((a3124+03124)/ (83124103124 +C3124+03124))*100% (21)

Accuracy BTDOP 3124 =((79+20)/(79+2+4+20))*100%=(99/105)*100%=97,05%

Therefore, the accuracy rate of predicting 3C is 97.05%.

Table 4
Number of diseased patients for validating the changes model of BTDOP classification for 4C
Risk level The number of sick patients for verifying the model of BTDOP classification for 4C relative to 1C, 2C, 3C.
True Positive 1C, Sum False postive Sum 4C Total (as123+ba123)
2C, 3C (as23) 1C, 2C, 3C 4C (ba123) (ba123)
(a4123)
1C 20 64 - 2 66
2C 22
3C 22 2
4C False negative (Cs123) 1 True negative (dssz3) 38 Total (Ca1p3+da123)
39
Total: 841231 Ca123 D125+ da123 412304123+ Ca103+ a3
65 40 105

Given the numerical values from Table 4, we obtained:
Sensitivity of detecting BTDOP 4C relative to 1C, 2C, and 3C:
Sea125=(a4123/(a2123+C))*100% (22)
Ses123= (64/(64+1))*100% = (64/65)*100%=98,5%.
Specificity of detecting changes in BTDOP: 4C relative to 1C, 2C, and 3C:
Spa123=(da123/(Da123+01123))*100% (23)
Spa123= (38/ (38+2)) *100% = (38/40) *100%=95%.
The positive predictive value of classifying patients with 4C relative to 1C, 2C, and 3C:
PPV 4123=(a4123/ (aa123+b4123))*100% (24)
PPV4123=(64 / (64+2))*100%=(64/66)*100%=97%.
The negative predictive value of classifying patients with 4C relative to 1C, 2C, and 3C:
NPV 4123=(d4123/(C4123+01123)) *100% (25)
NPV.123=(38/(38+1))*100%=(38/39)*100%=97,4%.
The ratio of the likelihood of a positive result of detecting the use of 4C, deviation of 1C, 2C and 3C:
LR+4123 = ( S€a123/ (100-Spas23)) (26)
LR+4123 = (98,5/(100-95)) = 98,5 /5=19,7
Therefore, the probability of obtaining a positive result of BTDOP changes in patients with 1C, 2C, and 3C is 19.7
times higher compared to the probability of a positive result in patients with 4C.
The likelihood ratio of a negative result in detecting patients with 4C, relative to 1C, 2C, and 3C:
LR-4123=(( 100-Ses123 )/ Spa123) (27)
LR-4123=(( 100-98,5)/ 95)= 0,016
Therefore, the probability of obtaining a negative result of BTDOP changes in patients with 4C is 62.5 times higher
(1/0.016) compared to the probability of a positive result in patients with 1C, 2C, and 3C.
Accuracy BTDOP4123 =((as123+04123)/(8a123+D4123 +Ca123+04123)) *100% (28)
Accuracy BTDOP4123 =((64+38)/(64+2+1+38))*100%=(102/105)*100%=97,1%
Therefore, the accuracy rate of predicting 4C is 97.14%.

ROC curve of the model predicting bone density disorders in oncology patients
ROC curves are often used to graphically display the relationship/tradeoff between clinical sensitivity and
specificity for each possible cutoff value for a test or combination of tests. In addition, the area under the ROC curve
gives an idea of the quality of the classification in question.
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Since the area under the ROC curve is a measure of the classification quality overall, where a larger area
means a more useful test, the areas under the ROC curves are used to compare the classification quality of different
disease stages. The term ROC stands for receiver operating characteristic.

Figure 8 shows the ROC curve (relationship between sensitivity and specificity) of the model for predicting

BTDOP disorders.
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Fig. 8. ROC curve of the model predicting bone density disorders in oncology patients

Analysing Figure 8, it can be concluded that there is a high level of classification for grade 1 (AUC=0.869),
grade 3 (AUC=0.869), and grade 4 (AUC=0.869) bone density disorders. The classification level for grade 2 bone
density disorders is moderate (AUC=0.758).

Conclusion
This article provides an analytical review of publications on machine learning methods in oncology and an
approach to evaluating their quality. The analysis of publications over the years in the Web of Science and Scopus
databases is presented. The highest number of authors, publications among universities, the number of countries,
and publication categories in the Scopus database on machine learning methods in oncology are presented. A
multifactorial regression model for predicting bone mineral density disturbances in oncological pathology for
predicting four severity levels of the studied disease course was proposed. The following factors were included in
this model: gender (2.1), age (0.06), stage (0.85), absence/presence of B-symptoms (A/B) (0.87), international
prognostic index (IPI-NCCN) ( 1.1), body mass index (BMI) (-0.24), number of chemotherapy courses (0.9),
Charlson comorbidity index (CI) (0.27), bone mineral density after completion of chemotherapy (HU C ) (-0.08), B-
2-microglobulin (B2M) level (0.0007), lactate dehydrogenase (LDH) (0.006), body surface area (BSA) (-3.29). To
assess the confidence level in the proposed model for predicting disturbances in bone mineral density in oncological
pathology, ROC analysis was performed with obtaining corresponding curves and assessing the area under them.
Conclusions were made regarding the classification quality, as well as sensitivity, specificity, prognostic value of
positive and negative results, likelihood ratio of positive and negative results, and classification accuracy. The
relevant calculations were performed for each of the four severity levels of disturbances (1C, 2C, 3C, 4C), with
mismatch matrices provided in four tables. It was established that the high level of classification is for 1C
(AUC=0.869), 3C (AUC=0.869), and 4C (AUC=0.869). The moderate level of classification of disturbances in bone

mineral density in oncological pathology is for 2C (AUC=0.758).
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