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EDUCATIONAL COMPONENT BASED ON THE RESULTS OF THE PRELIMINARY
MASTERY OF SUBJECT COMPETENCIES

The paper examines the main concepts related to the quality of education in general and the assimilation of educational
material by higher education seekers. The task of predicting a seeker's grade in any discipline is formulated with data on his
assimilation of program learning outcomes that also correspond to this discipline. The available specialized information system of
own development is described which applies a number of methods (multivariate linear regression, artificial neural networks, k-
nearest neighbors) and determines which method will be the most effective for the analysis of specific data. It is noted that during
the further improvement of the quality system of knowledge assessment, it is important to determine at what level the student of
education possesses the acquired competences, i.e. to calculate the success of seekers in terms of general and professional
competences and program learning outcomes, determined by the standards of higher education and educational programs
developed on their basis. The developed algorithm for calculating the success rate of higher education applicants in terms of
program learning outcomes is presented; according to this algorithm, data were prepared on the acquisition of software creation
competencies by 78 seekers of the first level of higher education of the educational and professional program Intelligent Decision
Support Systems specialty 124, Systems analysis, of the DSEA. To solve the problem of forecasting by the method of artificial
neural networks, the programming and data analysis language R is proposed. A script for finding the optimal neural network
architecture is created. It was found that the best result (correlation is 0.9599, average absolute reduced error is 0.1132,
percentage of correctly predicted points on the Ukrainian scale is 79.2) provides a perceptron with two hidden layers and five
neurons in each one. This network was applied to predict the success of the new academic group: correlation is 0.923, the average
absolute reduced error is 0.0654, the percentage of correctly predicted points on the Ukrainian scale is 82.4. The obtained results
can be used to assess the quality of the structural and logical scheme of the EPP and in the work of the department during the
analysis of seekers' success, etc.
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training, R-language.

Onekcarnp MEJIbBHUKOB, Benismun I'ITIC

Jlonbacbka ep)kaBHA MaIMHOOYMiBHA aKaIeMist

Ipuna I'TTIC

XapkiBChKNMIA HaI[iOHATBHUI YHIBEPCHTET PaJlioeNIeKTPOHIKN

MPOTHO3YBAHHS YCIIIIHOCTI 3J0BYBAUIB OCBITHU 3 OKPEMOI
OCBITHbOI KOMIIOHEHTH HA OCHOBI PE3VJIbTATIB ITIONEPEJHHOTI'O
3ACBOE€HHS NPEIMETHUX KOMIETEHTHOCTEM

B poboTi po3r/isiHyTO OCHOBHI MOHATTS, 10B513aHI 3 SIKICTIO OCBITU ¥ LII/IOMY Ta 3aCBOEHHSIM 3406yBadamu BULLOI OCBITU
HABYa/IbHOro marepiasy. C@OopMy/iIbOBaHO 3a34aqy POrHO3yBaHHS OLIIHKM CTYAEHTa 3 6yAb-SKOI AUCUMITIIHY, MaoYn AaHI LYOHO
3aCBOEHHS HUM [IPOrPaMHUX PE3YJ/IbTATIB HaBYaHHS, SKI BIAMOBIAaIOTE TaKoX U gucumiiviiHi, OucaHo HasBHY CrieLiasi3oBaHy
IH@OPMALIiHY cHCTEMY B/IACHOI pO3pPOBKM, KA 3aCTOCOBYE HU3KY METOLIB (6araTo@akTopHa JIHIMHA PErpecis, WTYYHI HEUPOHHI
Mepexi, k-HarormmKkynx CyciiB) Ta BU3HAYae Takmi METOL, ki Oyae MaKCcUMa/IbHO €QPEKTUBHUMU [/1S HA/N3Y KOHKDETHUX JaHUX.
3asHaqyeHo, o rpu 1104a/IbLIOMY BAOCKOHA/IOBAHHI CUCTEMU SIKOCTI OLIHIOBAHHSI 3HAHBb BEaX/MBO BU3HAYUTH, HE SKOMY DIBHI
3406yBaq OCBITU BOJIOAIE 3400yTUMU KOMIIETEHTHOCTSIMU — TOOTO IPOBOANTU PO3PAXyHOK YCITILIHOCTI CTYAEHTIB Y TEPMIHaX
3ara/sibHux | QaxoBux KOMIETEHTHOCTEH Ta MpPOrPamMHuX PE3Y/IbTATIB HAaBYaHHS, BUZHAYEHMX CTaHAapTaMy BULYOI OCBITW Ta
PO3PO6NIEHNMU HAE IXHIY OCHOBI OCBITHIMM riporpamamy. HaBeseHo pPO3PO6TIEHNI anropuTM pPO3DaxyHKy YCIiLUHOCTI 3406yBadvis
BULLOI OCBITU B TEPMIHAX MPOrPaMHUX PE3Y/IbTATIB HaBYaHHS, 3ri4HO 3 UM a/IrOpUTMOM MIArOTOB/IEHO A8HI LOAO 3aCBOEHHS /8
3406yBaqamy MEPLIOro PIBHS BULLOI OCBITU OCBITHbO-NPOPECIHIHOI rporpamu «IHTEIEKTYasIbHI CUCTEMU TTPDMVHATTS  PILLIEHD»
cneyiansHocTi 124 «CuctemHmit aHaniz» [AMA KoMrIeTeHTHOCTEN CTBODEHHS POrPamMHOro 3abe3rneqeHHs. /15 pO3BA3aHHS 3a4a4l
[IDOMHO3YBAHHS METOAOM LUTYYHUX HEVPOHHUX MEDEX 3arIPONOHOBaHO MOBY MPOrpaMyBaHHs Ta aHasnizy Aanmnx R. CTBOPEHO CKpMIT
4715 [I0LLYKY OMTUMAE/IbHOI GPXITEKTYPU HEUPOHHOI MEPEXI, 3ACOBAHO, WO Havikpalymi pesysibTar (kopensuis — 0,9599; cepeqHs
abcomoTHa npusegeHa rmomwika — 0,1132; BIACOTOK BIpHO CriporHO30BaHux 0asiB 3a yKpaiHCbKOK LWKanow — 79,2) 3abesnedvye
IEPCENTPOH 3 ABOMA PUXOBAHUMY LUBPaMU Ta MTATEOMA HEVDOHAMU Y KOXHOMY LWapi. [ani 4s mepexa 6ysia 3acTtocoBaHa A/is
TIPOrHO3yBaHHS YCIiLLHOCTI HOBOI akagemidHoi rpyrn. kopesnsuisi — 0,923, cepeqrs abcosmoTHa npuBegera rnomuiaka — 0,0654;
BIACOTOK BIPHO CrPOrHO30BaHuX 6asis 3a yKpaiHCbKoro LWKa/iow — 82,4. OTpuMaHi pe3ysibTatv MOXHa byae 3acTocyBartu A/15 OLIIHKU
SKOCTI CTPYKTYPHO-/10r14HOI cxemu OF[1 1a y poboTi Kaghegpm rig 4ac aHasizy yCrilHOCTI CTYAEHTIB TOLYO.

Knto4oBi c/10Ba: OCBITHLO-MPOGECIHIHA MPOrpamMa, MpPOrHO3yBaHHS, LUTYYHA HEMPOHHA MEDEXA, MEPCENTPOH, HABYAHHS
Heupomepexi, MoBa R.

Introduction
Assessment of the material learned by students within an academic discipline, as well as the objectivity of
this knowledge control, are one of the main elements of determining the quality of education [1]. It is known that the
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level of assimilation of new knowledge by an individual depends primarily on his diligence and the basic level of
knowledge, which is almost constant during the study period, therefore a sharp deviation in the evaluation process
may indicate the presence of problems, objective and subjective factors that influence on the educational process.
All educational components at the corresponding level of higher education, the list of academic disciplines and the
logical sequence of their study, the number of ECTS credits, as well as the expected learning outcomes and
competences that must be mastered by the seeker of the corresponding level of higher education, are contained in
the educational program [2]. The structural and logical scheme of training is provided in the form of a network of
interdisciplinary connections and is valid throughout the entire period of implementation of the corresponding
training program. So, one of the factors affecting the grade received by a higher education degree seeker from a
separate discipline are grades from the disciplines that "support" it, i.e. those that precede this one.

Analysis of the subject area
In paper [3], to improve the management of the educational process at the graduation department of a
higher education institution, it was proposed to develop a specialized information system which applies a number of
methods (multivariate linear regression, artificial neural networks, k-nearest neighbors) and defines a method that
will be the most effective for the analysis of specific data. The task was formulated as follows. A seeker's grade in
any discipline needs to be predicted, using given data on grades in "supporting” disciplines:

y={X,X, .., X } 1)
where y is the predicted grade in the discipline;

Xi, i=1..n is grade in the i-th "supporting" discipline;

n is the number of "supporting" disciplines.

The researcher sets the limit values of the parameters for each method (for example, the minimum and
maximum number of hidden layers of artificial neural networks, etc.), then the software system performs the
calculation for each of the methods, the results are added to the table. The researcher chooses the best, in his
opinion, method (usually based on the minimum total error, but other selection criteria are also possible). The
selected method is used to predict the grades of the same subject for a new group. The choice of supporting
disciplines is not clearly a point of the given algorithm, since it is carried out either directly from the educational
program (its structural and logical scheme), or as a result of some previous research.

The operation of the system was described using the example of data on higher education seekers majoring
in System Analysis [2] and the subject of programming knowledge and skills acquisition; four input and one output
factors were identified:

X1 is a grade in the discipline Programming and Algorithmic Languages;

X2 is a grade in the discipline Algorithms and Data Structures;

X3 is a grade in the discipline Mathematical Logic and Theory of Algorithms;

X4 is a grade in the discipline Optimization Methods and Operations Research;

y is a grade in the discipline Technology of Creating Software Products.

Names of groups and surnames of seekers are informative factors.

Conducted research with the help of the developed system proved that, from a number of mathematical
methods (linear regression analysis, artificial neural networks, nearest neighbors), the method of artificial neural
networks leads to satisfactory results of predicting the grades of higher education seekers from a separate discipline,
depending on the quality of assimilation of the previous material. By conducting a series of numerical experiments,
the optimal architecture of the neural network was selected, a two-hidden-layer perceptron with five neurons in
each. The obtained results can be applied in the work of the department during the analysis of seekers' performance,
etc.

The application of the method of artificial neural networks for solving the forecasting problem is also
described in papers [4-7].

Problem formulation and input factors

However, in the further improvement of the quality system of knowledge assessment, it is important to
determine at what level seeker of higher education possesses the acquired competences, i.e. to calculate the success
of higher education seekers in terms of general and professional competences and program learning outcomes,
determined by the standards of higher education [8] and educational programs developed on their basis [9]. A
software system has been created that makes it possible to work with a list of formed competencies in subjects and
program learning outcomes both within standards of higher education and EPP/ESP [10]. A feature of the developed
system is the ability to analyze the success of the applicant or the entire group in terms of competencies (GC, PC)
and program learning outcomes (PLO) that they have mastered. In work [11], the data analysis of the student of SA-
20-mag group of the educational and professional program Intelligent Decision Support Systems of the second level
of higher education, academic specialty 124, System Analysis, was carried out. Examples of calculating the success
rate of the best student and the average indicator of competencies and program learning outcomes were presented.
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The disadvantages of the system are the ability to work only within one academic group and the
development of the curriculum in its entirety, taking into account all disciplines of free choice. And if the first
drawback is overcome by downloading and storing the results of individual calculations for further processing, then
taking into account the factor of "selective disciplines" has no solution since the list can change annually. In
addition, a number of PLOs does not arouse interest from the point of view of the "professional image" of the
graduate.

The following is suggested. First, only mandatory educational components will be considered. Secondly, an
algorithm for calculating the success rate of higher education applicants in terms of program learning outcomes will
be created [12].

Take the following notations:

{OK} is a set of all mandatory components of the educational program;

{OKelect} € {OK} are mandatory components that are considered;

{PLQ} is a set of program learning outcomes of an educational program;

{PLOslect} € {PLO} are program learning outcomes that are considered;

N is the number of mandatory components of the educational program;

M is the number of program learning outcomes of the educational program;

Cri is the amount of credits assigned by the educational program for the mandatory component OK;, i =
1.N;

Ki is the number of program learning outcomes, the mastery of which is provided by the mandatory
component OKj, i = 1..N;

CrK; = Cr; / Kjis the number of credits for one program learning outcome, mastery of which is provided by
the mandatory component OK; € {OKselect}, i = 1..N, ;

Z is the number of seekers who received grades based on the results of the final control of mandatory
components;

B;i is the grade received by the jth higher education seeker according to the results of the final control from
the mandatory component OK; € {OKselect}, i = 1..N, j = 1..Z;

NB;ji = B;i - CrK; is a grade recalculated per share of one program learning outcome;

NOK(k is the number of program learning outcomes, the mastery of which is provided by the mandatory
component PLOx € {PLOsglect}, k = 1..M.

The calculation table is filled with data according to the formula:

R(PLO,) =3¥N, NBj;,j=1..Z,k = 1..M,0K; € {OKeect}, PLOy € {PLOs¢ject}- (2)

Next, the data is normalized, i.e. brought to the accepted 100-point scale, after which various actions are
possible. For example, determining the best achievers according to individual PLOs, comparing the learning results
of different academic groups, carrying out clustering, i.e. grouping the achievers depending on the level of mastery
of program learning outcomes, etc.

However, the main interest of research is in predicting a seeker's grade in any discipline based on data on
his/her assimilation of the "supporting" program learning outcomes:

y={PLO,,PLO,,...,PLO.}. @3)

Data preparation and problem solving using artificial neural networks

As in paper [3], grades of the 78 DSEA students from groups SM-13-1, SM-14-1, SM-15-1, SM-16-1 in
Systems Analysis major are used (meaningful contents of the training courses and teachers have not changed in four
years, the form of teaching has not changed either, there have been neither quarantines nor martial law).

According to [2], the optional discipline Technology of Creating Software Products (BK-2.7) provides
improvement of knowledge according to three program learning outcomes:

—PLO 08. To have modern methods of developing programs and software complexes and making optimal
decisions regarding the composition of software, algorithms of procedures and operations;

—PLO 09. To be able to create effective algorithms for computational tasks of system analysis and decision
support systems;

—PLO 13. Design, implement, test, adopt, support, operate software tools for working with data and
knowledge in computer systems and networks.

Next, information on all subjects is summarized in Table 1.
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Table 1
Educational components and program learning outcomes
Name Code PLO-K Cr Crforl PLO- PLO- PLO-

PLO 08 09 13
OK-11 Mathematical Logic and Theory of Algorithms MLTA 2 35 1.75 +
OK-16 Algorithms and Data Structures ASD 2 3 1.5 + +
OK-18 Architecture of Computing Systems AOS 3 3 1 + +
OK-20 Informatics INF 5 3 0.6 + +
OK-21 Computer Graphics KG 1 4 4 +
OK-22 Optimization Methods and Operations Research MODO 2 7 35 +
OK-23 Methods of Artificial Intelligence MAI 3 4 1.33 + +
OK-25 Organization of Databases and Knowledge OBD 3 9 3 +
OK-26 Fundamentals of System Analysis OSA 2 6 3
OK-28 Programming and Algorithmic Languages PAM 4 9 2.25 + + +
OK-29 Information Systems Design PIS 2 6.5 3.25 +
OK-32 Numerical Analysis CM 2 6 3 +
BK-2.7 Technology of Creating Software Products TSPP 9 + + +

After carrying out a number of calculations according to formula (2), a new data table is obtained, some of
its rows are shown in table 2 (the real names of the higher education seekers are replaced with "Seeker...").

Table 2
New data on the success of applicants
Group Name PRNO8 PRNO9 PRN13 TSPP
SM-13-1 Seeker 1 100 77.5176227 80.5758369 100
SM-13-1 Seeker 2 47.5995914 38.2170007 34.3297975 75
SM-13-1 Seeker 3 63.4320735 56.1879751 49.4558479 90
SM-14-1 Seeker 4 42.3901941 21.5480304 25.4029481 65
SM-14-1 Seeker 5 59.2441267 25.8327574 33.3103733 60
SM-14-1 Seeker 6 93.6670072 98.5348998 98.0851357 100
SM-14-1 Seeker 7 28.6006129 37.2024879 38.4350461 62
SM-14-1 Seeker 8 86.5168539 91.0352453 96.0325114 100

Next, a decision using the method of neural networks is made. The number of hidden layer neurons is
related to the amount of training data and the required number of inputs and outputs of the network. The number of
neurons in the hidden layers can be estimated using the inequality for estimating the number of weighting
coefficients necessary for mastering a given number of examples in the training sample [13]:

_NylNp Np
1+logz Ny SNy = Ny (1 + NX)’ (Nx + Ny + 1) + Ny (4)
where Ny is the number of weights in the network;
N, is the number of instances in the training set;
Ny and Ny are dimensions of the input and output signals, respectively.
Then the number of neurons (N,,) in a two-layer network can be determined by the formula:

N, = : ®)

By substituting the limit values of Ny calculated according to formula (4) into formula (5), the minimum (

Na .. ) and maximum (Nu¥ ) number of neurons in the hidden layer of the network are obtained. All values are
rounded up to the nearest whole number.

For the problem being solved, size of the input (Nx) and output (Ny) signals is equal to 3 and 1,
respectively. The number of instances in the training set (N,) is 78. Substituting these values into formulas (4) and

(5), the following parameters of the neural network are obtained: N" =11, N¥ =136,Nu" =2, Nu" =34.

The number of neurons in the hidden layer can be specified in the process of setting up the neural network
using a constructive algorithm [14]. Accordingly, the primary number of neurons is assumed to be equal to the
minimum number (calculated by formula (5)). In case of unsuccessful training, one neuron is added to the hidden
layer, the weight coefficients of which are assigned random values. The addition of neurons continues until the
quality of the neural network reaches the required value.

The programming and data analysis language R [15] was used for calculations. This language is intended
for statistical data processing and work with graphics. It is also a free and open-source programming environment
developed within the framework of the GNU project. Available libraries allow to apply modern methods, including
the method of artificial neural networks for solving the problem of forecasting.

A script has been created, the basic part of which is presented in the listing:
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mydataframe <- read.table(paste(getwd(),"/StudentsC.txt",sep=""), header=TRUE, sep="\t")

w <- mydataframe[,3:6]

w <- w/100

algmas <- c¢("rprop+", "rprop-", "sag", "slr")

hiddens_list <- read.table("hiddens.txt", header=FALSE, stringsAsFactors=FALSE, sep="\t")

train_idx <- sample(nrow(w), 0.7 * nrow(w))

w_train <- w[train_idx, ]

w_test <- w[-train_idx, ]

net.w <- neuralnet(TSPP ~ PRN0O8 + PRN09 + PRN13, w_train, hidden=I_hidden, algorithm=algmas[ka], act.fct="logistic")

kk <- predict(net.w, w_test)*100

7z <- data.frame(w_test*100,res=round(kk),error=kk,ECTStspp=Kkk,ECTSres=kk,error2=kk,UKRtspp=kk,UKRres=kk,error3=kk)
zz$res[zz$res > 100] <- 100

zz$error <- abs(zz$res-zz$TSPP)/zz$TSPP
2z$ECTStspp[zz$TSPP < 55] <- "F"
2z$ECTStspp[(zz$TSPP >= 55) & (zz$TSPP < 65)] <-'
22$ECTStspp[(zz$TSPP >= 65) & (zz$TSPP < 75)] <-°
2z$ECTStspp[(zz$TSPP >= 75) & (zz$TSPP < 81)] <-'
2z$ECTStspp[(zz$TSPP >= 81) & (zz$TSPP < 90)] <-*
2z$ECTStspp[zz$TSPP >=90] <- "A"
2z$ECTSres[zz$res < 55] <- "F"
2z$ECTSres[(zz$res >= 55) & (zz$res < 65)] <-"
2z$ECTSres[(zz$res >= 65) & (zz$res < 75)] <-"
2z$ECTSres[(zz$res >= 75) & (zz$res < 81)] <-"
2z$ECTSres[(zz$res >= 81) & (zz$res < 90)] <-"
2z$ECTSres[zz$res >= 90] <- "A"
zz$error2[zz$ECTStspp == zz$ECTSres] = 1
zz$error2[zz$ECTStspp !'= zz$ECTSres] =0
zz$UKRtspp[zz$TSPP < 55] <- 2
2z$UKRtspp[(zz$TSPP >= 55) & (zz$TSPP < 75)] <- 3
2z$UKRtspp[(zz$TSPP >= 75) & (zz$TSPP < 90)] <-4
2z$UKRtspp[zz$TSPP >=90] <- 5

2z3UKRres[zz$res < 55] <- 2

zz$UKRres[(zz$res >= 55) & (zz$res < 75)] <- 3
2z3UKRres[(zz$res >= 75) & (zz$res < 90)] <-4
zz$UKRres[zz$res >= 90] <- 5

zz$error3[zz$UKRtspp == zz$UKRres] = 1
zz%error3[zz$UKRtspp != zz$UKRres] = 0
cor(zz$TSPP,zz$res)

suml <- summary(zz)

sss <- unlist(strsplit(sum1[4,lenw+2], ":"))
as.numeric(sss[2])

sss <- unlist(strsplit(sum1[4,lenw+8], ":"))
as.numeric(sss[2])*100

plot(net.w.min)

@ Qg

@aQgm

After numerous runs of this script for different parameters of the number of hidden layers and the number

of neurons, it was found that the best result (correlation is 0.9599; average absolute reduced error equals 0.1132;
percentage of correctly predicted points on the Ukrainian scale is 79.2) provides a perceptron with two hidden layers
and five neurons in each one (Fig. 1, Fig. 2).

PRNOS

PRMNOS 5 3 Y. 203467 TSPP

PRMN13

Error: 0.286129 Steps: 185
Fig. 1. Neural network graph
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> 2z
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g. 2. Calculation results

Next, the network is applied to a new academic group. Result: correlation equals 0.923, the average
absolute reduced error is 0.0654, the percentage of correctly predicted points on the Ukrainian scale is 82.4 (Fig. 3).

W

zZZ
PRMNOB  PRNO%  PRML3 TSPP res  error ECTS‘ESpp ECTSres errorz UKRtspp UKRrEes erraori

1 B83.316 B9.818 96.807 100 098 0.02000 A 1 5 1
2 90.074 74,133 77.633 78 92 0.1794%9 C A a 4 5 0
3 33.263 70333 0.000 33 58 0.03453 E E 1 3 3 1
4 04,500 03,038 03,614 G5 08 0.03158 A A 1 5 5 1
5 84,583 78.641 86,974 97 94 0.03093 A A 1 5 5 1
5 0.504 20.541 27.164 %1 FF¥ 0.15385 A [« a § 4 0
7 0.000 0. 000 7.625 56 58 0.03571 E E 1 3 3 1
8 100.000 100.000 100.000 93 100 0.07527 A A 1 3 3 1
g 86.906 7T5.515 G0.598 GO 93 0.03333 A A 1 § 5 1
10 74.657 73,457 79,237 93 94 0.01073 A A 1 5 5 1
11 33.263 48.397 48.038 B3 B6 0.01178 E E 1 4 4 1
12 48.574 64.543 74.408 G2 93 0.01087 A A 1 5 5 1
13 68,110 62.373 03.733 87 90 0.03448 E A Q 4 3 4
14 A5.998 7A.331 B8G.102 G7 096 0.01031 A A 1 § 5 1
15 57.76l 20,937 25.71%8 55 67 0.21818 E D a 3 3 1
16 50.898 19.764 17.808 55 &5 0.20000 E D a 3 3 1
17 83.945 6£5.395 63.892 8% 89 0.00000 B B 1 4 4 1

Fig. 3. The results of calculations based on the data of the new group

Conclusions
The conducted studies proved that the application of the method of artificial neural networks for predicting
the grades of higher education seekers in a separate discipline depending on the quality of the prior acquisition of
subject competencies leads to satisfactory results. By conducting a series of numerical experiments, the optimal
architecture of the neural network was selected, a two-hidden-layer perceptron with five neurons in each.
The obtained results can be used to assess the quality of the structural and logical scheme of the EPP and in
the work of the department during the analysis of seekers' success, etc.
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