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A huge amount of data is collected and generated in modern sports. This data can be used to improve athletes’
performance, make more informed coaching and strategic decisions, and increase fan engagement. However, processing, analyzing,
and interpreting this data can be challenging. This article is devoted to the development of an information system for data
processing in the sports sector using the random forest method. The system aims to ensure efficient collection, processing, and
analysis of large amounts of data generated during sports competitions, training, and interaction with fans and other stakeholders.

Research methods. This article proposes an information system (IS) for data processing in the sports industry using the
Random Forest (RF) method. As one of the machine learning methods, it is well suited for working with large amounts of data and
complex classification and prediction tasks. The proposed IS consists of three main components. The data collection module
accumulates data from various sources such as sensors, GPS trackers, websites, and social networks. The data processing module
cleans, normalizes, and transforms the data to prepare it for analysis. The data analysis module uses the RF method to analyze
data, predict outcomes, identify patterns, and make decisions.

The conducted research has shown that the proposed IS can be an effective tool for predicting the results of sports
competitions with high accuracy, identifying patterns in the data that can be useful for coaches and athletes to improve their
training and strategy, personalizing training programs and recommendations for athletes, increasing the level of fan engagement by
providing them with personalized content and forecasts.

The proposed IS based on the random forest method is a powerful tool for processing and analyzing data in the sports
industry. Its use can lead to improved athletes' performance, more informed coaching and strategic decisions, and increased fan
engagement.

One of the most powerful and accurate machine learning methods, the random forest method, allows for reliable analysis
and forecasting based on various types of data, including player statistics, match results, physiological indicators, and fan behavior
data. The article describes the stages of creating an information system. from data collection to data processing, storage, and
analysis.
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Haranis KYHAHEILD, Opect XKMYPKEBUY

Harionanbunii yaiBepcureT «JIbBiBChKa MOMITEXHIKa»

TH®OPMAIIIMHA CUCTEMA JJI51 OIPAIIIOBAHHS JAHUX Y CIIOPTUBHIN
I'AJIY31 3A 1OITIOMOI'OIO METOAY BUITAJIKOBOI'O JIICY

Y cyyacHomy criopTi 36UpaETEC Ta IEHEPYETLCS BEMYEIHMI MacuB Aarmx. Lli AaHi MOXyTe 6yTu BUKOPUCTAaHI 4715
[IOKPALUEHHS PE3Y/IbTATIB CIIOPTCMEHIB, MPMUHATTS Gi/ibLL OOIPYHTOBAHUX TPEHEDCHKUX Ta CTPATErfYHUX pilleHb, a TakoX A/
MABULLEHHS] DIBHSI 3a/Ty4EHOCTI BOOsIBa/ibHUKIB. OfHaKk 06pob6Ka, aHasiz 1a IHTeprperayis umx [aHux Moxe 6yTv CKIagHuM
3aBAaHHAM. L{a CTaTTa NpUCcBAYEHa PO3po6LI [HPOPMALIVIHOI CHCTEMN A7IS OBPOGKN [aHNX Y CIIOPTUBHIN CEEDI 3a AOMOMOrow0
MeTohy BUNEAKOBOIro Jiicy. CUCTEMA CrPSMOBAaHa Ha 3ab6e3rleYeHHs e@peKTUBHOro 360py, OBpobKu Ta aHaslisy BEeMKuX O06CAriB
AAHNX, IO [EHEPYIOTHCS [T HYaC CrIOPTUBHUX 3MAraHb, TPeHyBaHb Ta B3aEMOZIi 3 yOO/IiBasbHUKaMuU Ta [HLUMMU 3aLiKas/aeHnmMm
CTOPOHAaMH.

Meroan gocnimkerHs. Y Ui CTaTTi npornoHyeTscs iHgopmauiviva cuctema (IC) A5 OnpauioBaHHS AaHuX Y CIIOPTUBHIV
rasnysi 3a AOroMororw MeTogy sunagkosoro Jsicy (Random Forest, RF). Sk oguH i3 METOAIB MALUMHHOIO HaB4YaHHS BiH fo6pe
11iaxoanTb A1 pob0TU 3 BE/MKUMU OOCIIamMu AaHux Ta CKAIaAHUMU 3a4a4amMu Kaacugikauii Ta rnporHo3yBaHHs. 3anpornoHoBaHa IC
CK/IBAAETECS 3 TPLOX OCHOBHMX KOMITOHEHTIB. Mogysib 360py AaHnx Hakorm4ye Aawi 3 Pi3HUX [XEpes, Takux K Aarankv, GPS-
TDEKEPH, BEG-CaUTH Ta COLliaribHIi MEPEXI, MOAY b OMNpPAaLIlOBAHHS AaHNX OYHULLAE, HOPMA/IBYE Ta TPAHCQOPMYE AaHi, roTyrouu ix 4o
aHasnizy. Mogysib aHamzy AaHnx, BUKOPUCTOBYOYN METO4 RF 4719 aHam3y AaHux, POrHO3yBaHHS PEe3y/IbTaTtiB, BUSB/IEHHS
3aKOHOMIPHOCTEN Ta MPUIHATTS DILLEHS.

[lpoBeneri AOCTIMKEHHS POAEMOHCTPYBAM, WO 3anporoHosaHa IC Moxe 6yTn e@pekTuBHUM [HCTPYMEHTOM AJis
MPOrHO3yBaHHS PE3Y/IbTATIB CIIOPTUBHNX 3MAraHb 3 BUCOKOKO TOYHICTIO., BUSB/IEHHS 3GKOHOMIDHOCTEH Y AaHuX, SKi MOXYTb OyTu
KOPUCHUMY [/15 TDEHEDIB T8 CIIOPTCMEHIB /151 MOKPALLEHHS IXHBOI IMAroTOBKMU Ta CTPATEri], MEPCOHaslzaLlii’ TDeHYBaIbHUX MPorpam
T8 PEKOMEHAAUIM A1 CrIOPTCMEHIB, IABULLEHHS PIBHS 3a/1y4eHOCTI BOO/IBA/IbHUKIB LUISXOM HAJaHHS M EpCOHaI30BaHOro
KOHTEHTY Ta MPOrHo3iB.

S3anporioHosaHa IC Ha 0CHOBI METOZY BUIELAKOBOIO JIiCY € MOTYXXKHUM [HCTPDYMEHTOM AJ/I51 ONPALIIOBaHHS Ta aHasmizy AaHnx
Y CriopTuBHIV ranysi. Ii BUKODUCTAHHS MOXe [pM3BECTH [0 [OKDALEHHS pe3y/IbTaTiB ClIODTCMEHIB, MPUIHATTA Girbil
O6IpyHTOBaHUX TPEHEPCLKMX Ta CTPATEITYHUX PILIEHB, a TAKOX [0 MABULYEHHS PIBHS 3a/Ty4EHOCTI BOO/TIBA/IbHUKIB.

OanH 3 HaUMOTYKHILLMX | HaUTOYHILLMX METOLIB MALUMHHOIO HABYaHHS — METO4 BUIIAAKOBOIro Jlicy — [03BOJISE
1IDOBOANTY HARIVIHMA aHari3 i POrHO3yBaHHS Ha OCHOBI PI3HUX TUIIIB JaHnX, BKIIOYAK0YM CTaTUCTUKY [DABLIB, PE3Y/IbTaTu MAT4iB,
@I3ionoridHi NOKasHUKN Ta AaHI PO MOBERIHKY BOO/IBa/IbHUKIB. CTaTTs ONUCYE €Tanu CTBOPEHHS iH@OpMaLiviHOI cuctemu: Big
360py AaHnx 40 ix 06pobKkM, 36EpiraHHs Ta aHasi3y.

Kinto40Bi ¢10Ba: HQOpMaLiviHa CUCTEMA, CIIOPTUBHI JaHi, METOL BMIAAKOBOIO Jlicy, MALLUMHHE HABYaHHS, aHasl3 AaHuX.

Introduction
Sports have gained significant popularity among both amateurs and professionals in recent years. This has
created a need for improved training methods, result analysis, and management of sports events. The rapid
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development of technology, particularly in data analysis and artificial intelligence, offers unique opportunities for
implementing efficient information systems in the sports sector. The increasing competition in sports generates
demands from coaches and athletes to improve strategies, result analysis continuously, and informed decision-
making. An information system can become a powerful tool for achieving these goals. Sports organizations and
federations are interested in implementing information systems to enhance competition management, monitor the
work of coaching staff, and track the physical condition of athletes. An information system can provide sponsors
and marketing agencies with valuable analytics on the effectiveness of advertising campaigns, the popularity of
sports events, and athletes' success, assisting them in making investment decisions in sports.

These factors highlight the relevance of developing an information system for the sports sector and
support the demand for such solutions in this market segment.

State of Research on the Problem

Many professional sports organizations are currently seeking or already utilizing information systems to
integrate data from various informational and measurement systems. The challenge lies in the highly
heterogeneous requirements for such systems. To determine the functions of information systems, researchers
conducted interviews with representatives of different software products. Analysis of the results indicated that
there are characteristics common to all information systems proposed for use in the sports sector. However,
depending on the type of sport, specific functionalities are required, which led the article's authors to propose a
classification of such systems, though they immediately note that a more differentiated classification is necessary.
This will help product developers identify missing features in information systems so that they can adapt their
products. An information system's important features are modularity, integrated analysis, the availability of
content in a user-friendly format, and ease of use [ 1].

The article's authors [2] justify the feasibility of integrating modern computing and data analysis to create
profiles of elite athletes and form sports analytics. A four-component process—descriptive analytics, diagnostic
analytics, predictive analytics, and prescriptive analytics—is proposed to structure information and correlate it
with athletes' individual responses. According to researchers, this approach will contribute to improving the health
preservation system for elite athletes by enhancing methods and means of monitoring well-being and analyzing
athletes' results.

The publication [3] noted that analyzing information from various sources in professional football clubs
is necessary to make informed decisions regarding team management. For effective performance of this task, it is
advisable to use a club's central information management system, which provides football club staff with the
information needed to make effective decisions.

The article [4] notes that information systems are increasing in professional sports clubs. Various
software products from different suppliers are used, leading to a fragmented situation in sports. Therefore, a
standardized and independent overall concept of a club information system is needed. The authors proposed a
general concept of an information system for the sports sector, using methods and models from existing fields,
especially business analytics. The example of the Liverpool football club illustrates the practical relevance of such
an information system. The article formulates the requirements for information systems in the sports sector and
develops a concept for its architecture. The research results indicate the complexity of studying this
interdisciplinary topic.

The authors [5] note that management, modeling, and comprehensive data analysis have become key
factors for innovation in various fields. Two main directions are developing in sports: sports forecasting and
sports analytics. Sports forecasting is based on the use of historical data, which allows for the development of
models that can accurately predict sports events, including the outcomes of sports competitions, the position of a
team in a league, and the score of a match or game. Sports analytics is used to evaluate the performance of
professional athletes and teams. The work presents a canonical data analysis model. The authors tested this
approach to strategy determination in football.

The article [6] explores the use of cloud computing in the sports sector, focusing on aspects such as
tracking athlete performance, fan engagement, event management, and sports marketing. The researchers analyzed
the application of cloud computing in the sports industry.

The article [7] provides an overview of big data analysis tools in the sports sector, focusing on methods
for analyzing and applications for processing them.

Researchers [8] analyzed a developed sports management information system as an electronic board. The
system is designed to analyze and process information regarding usability and accuracy.

The article [9] discusses the use of information technologies to improve the efficiency of sports
management and provides an overview of how information technologies are changing the nature of sports
management processes in modern society.

Aim and Objectives of the Article
This article analyzes the features of developing an information system for storing and processing data in the

sports sector. It focuses on identifying the benefits and opportunities provided by the implementation of such a
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system for various participants in the sports environment, from coaches and athletes to sports organizations and fans.

Obijectives of the Article:

Analyze the needs and requirements of the sports sector for a data storage and processing information
system.

Examine the advantages of implementing an information system for athlete training and development,
enhancing the efficiency of coaching work, and managing sports events.

Analyze the potential of using the system to support sports organizations and sponsors in making informed
decisions regarding investment and marketing strategies.

Highlight the main aspects of developing, implementing, and maintaining an information system in the
sports sector.

Emphasize the importance of such a system's flexibility and adaptability to the changing needs of the sports
environment and rapidly evolving technologies.

Problem Statement

In the world of digital technologies, developing an information system for storing and processing data in
the sports sector is becoming increasingly relevant. Such an information system will enable coaches and athletes to
collect, store, and analyze data on training, physical condition, injuries, and other aspects, aiding in improving the
training process, enhancing training efficiency, and achieving better results.

The information system will facilitate the monitoring, storing, and analyzing data on athletes' health, blood
pressure indicators, and injuries, allowing for timely identification and prevention of issues. Data on athletes'
performance, competition results, and tactical decisions can be collected and analyzed to develop more effective
game or training strategies.

Moreover, the information system will allow for a more detailed data analysis using various algorithms and
machine learning methods, helping coaches and athletes better understand their performance and refine their
strategies. The system can also assist in organizing sports events, managing resources, scheduling, registering
participants, and more.

Therefore, developing an information system for storing and processing data in the sports sector will help
improve the training process, enhance performance, and achieve new heights in sports.

Requirements for the Information System
To ensure the specified functionality, the information system for storing and processing data in the sports
sector must meet several requirements:
e Efficient data storage;
Convenient and fast access to data;
Analytical capabilities;
Integration with other systems;
Data security;
Scalability and efficiency;
Mobility;
Support for various sports.

The information system should allow users to quickly and conveniently access necessary information
through a user-friendly, intuitive interface. It should also offer data analysis tools, including statistical analysis,
result forecasting, trend identification, and the detection of correlations between different parameters. The system
should integrate with other information systems, such as club or sports facility management systems, electronic
broadcasting systems, and external data sources.

The system must ensure a high level of confidentiality, integrity, and availability of data, including
measures for encryption, authentication, and access control. It should handle large volumes of data efficiently and
provide quick access even under intensive use. Users should be able to use the information system on mobile
devices to access information from any location at any time. Due to its flexibility and adaptability, the information
system can be used for various sports, including individual and team sports, winter and summer sports, and sports
for people with special needs.

The information system is designed to store diverse data types, including athletes' personal data,
competition progress and results, player statistics, training and competition schedules, and more. Implementing
these requirements will ensure the effective and reliable operation of the information system for the sports sector.

The context diagram illustrates the overall view of the information system, its boundaries, interactions with
external entities (actors), and the main data flows. Let's consider an example of an information system that processes
data about sports events, teams, players, and fans.

Main components of the diagram:

Information System (1S)

External entities (actors): Administrators, Teams, Players, Fans, Event Organizers
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External data sources (other sports databases, social networks)

Main data flows: Input/update of data about teams, players, and events; Generation of analytical reports;
Providing data for fans (e.g., match schedules, results); Collecting feedback from fans; Synchronization with
external data sources.

Description of the sports information system diagram:

The main data processing center interacts with various external entities.

External Entities:

Administrators. Responsible for entering and updating data in the system, configuring system parameters,
and creating reports.

Teams. Send information about their rosters, training, and match results.

Players. Enter and update personal data, view statistics, and receive analytics.

Fans. Access match schedules, results, and news and provide feedback to the information system.

Event Organizers. Provide information about sports events, schedules, and logistics.

%o

External sources

Administrator

0 2

information

event organizers
system for processing data in the sports industry

the players

NODE: TITLE NUMBER

information system for processing data in the
AQ sports industry. ]

Fig.1 Context Diagram of the Information System for Processing Data in the Sports Sector

External Data Sources:

Integration with other databases and social networks to obtain up-to-date information.

Main Data Flows:

From administrators to IS - Data entry and updates.

From teams to IS - Information about teams and match results.

From players to IS - Personal data updates, statistics.

From event organizers to IS - Information about events and schedules.

From IS to fans - Schedules, results, news.

Feedback from fans to IS - Comments, ratings, requests.

Synchronization with external data sources - Data updates from other sources.

This context diagram overviews the information system, its interactions with key external entities, and
main data flows. It serves as a starting point for detailed modeling and system design.

The proposed system includes modules for:

Data collection includes automated interfaces to integrate with various data sources, such as sports
databases, social networks, and 10T devices.

Data pre-processing provides cleaning and normalization of data to ensure its quality and compatibility.

Data analysis is based on the random forest method for classifying, regression, predicting sports results,
and detecting hidden patterns and trends.
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Data visualization, which includes interactive tools for presenting analysis results in the form of graphs,
charts, and reports, allows users to interpret the obtained data easily.

User interaction features user-friendly interfaces for administrators, coaches, players, and fans that allow
real-time access to the information they need.

Use of the Random Forest Method

A wide range of information technologies can be utilized for data processing in the sports sector, and
information systems can be developed based on them. Among these, database technologies, cloud technologies, the
Internet of Things (1oT), analytics and machine learning, web technologies, and data visualization are particularly
notable. In the sports sector, it is advisable to use various data analysis and machine learning methods to achieve
different goals. Each method has advantages and disadvantages, and the choice of a specific method depends on the
task and the data characteristics.

This method facilitates classification and regression by constructing many decision trees with random
samples of features. In sports analytics, it can be applied to predict match results or identify key factors that
influence results.

We will give an example of the scenario of using the Random Forest method in sports analytics: Let's
imagine that we analyze the results of football matches and try to predict the results of future games. We have a data
set that contains features such as team rank, player age, number of wins and losses in previous matches, average
rating of players, number of goals scored and conceded, etc. The analysis takes place according to the following
algorithm:

Step 1. Data preparation.

Step 2. Division into training and test sets.
Step 3. Model training.

Step 4. Evaluation of the model.

Step 5. Using the model for forecasting.
Step 6. Updating and improving the model.

First, we collect and clean the data on football matches, ensuring it is structured and accurate. We divide
our dataset into training and test sets to train and evaluate the model. We use the Random Forest method to build a
model that considers various characteristics of teams and players to predict match outcomes. After training, we
assess the model's effectiveness using the test dataset by comparing the model's predictions with the actual match
results. With the trained Random Forest model, we can predict the outcomes of future matches, taking into account
factors such as team lineups, previous results, player form, and more. After each match, we can update our model by
adding new data and adjusting parameters for even more accurate predictions.

Implementing these steps will enable the effective use of the Random Forest method in sports analytics,
leading to more accurate predictions and better strategic decisions.

The implementation of the Random Forest method in sports analytics can be presented as follows:

Training the Random Forest Model

Each tree in the forest will select a subset of data for training (with replacement) and randomly select a
subset of features for each split.

Let N be the number of trees in the forest, n be the number of data points in the subset, and m be the
number of features in the subset.

For each tree k in the forest:

Select a random subset of data Dy of size n.

Select a random subset of features Fx of size m.

Build a decision tree using D« and Fr.

Predicting with the Forest

For each tree k in the forest:

Make a prediction using the tree for a new observation.

Average (or weight) the predictions or use voting or regression across all trees to obtain the forest's final
prediction.

The classification prediction § for an object x can be given as:

A 1

= Zh=1 Nic () @)
where yk(x) is the prediction from the k-the tree.
This approach ensures that our Random Forest model can handle the complexity and variability of sports

data, providing reliable predictions and insights.

y = mode(§1,92, .- i), )
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Where i is the prediction obtained from tree k, and mode is a function that returns the most frequently
occurring value among them.

This is a general formula for implementing the Random Forest method in sports analytics. Specific
parameters, such as the number of trees in the forest, feature selection criteria, etc., may vary depending on the
specific implementation and data analysis needs.

Considering that the Random Forest method is a powerful and versatile machine learning algorithm, let's
consider an example of applying this method to hypothetical data for classifying types of sports activities.

Suppose we have a dataset containing the following features for each sports event:

Duration of the activity (in minutes).

Number of calories burned during the activity.

Heart rate during the activity (in beats per minute).

Type of activity (e.g., running, swimming, cycling).

Now we want to train a Random Forest model to classify types of sports activities based on these features.
Below is an example Python code for this task, using the Scikit-learn library:

from sklearn.ensemble import RandomForestClassifier

from sklearn.model_selection import train_test_split

from sklearn.metrics import accuracy_score

# Let's assume that sport_data - is a dataset with described features of sports activities
# Splitting the data into training and testing sets

X_train, X_test, y_train, y_test = train_test_split(sport_data[['duration’, ‘calories’, 'heart_rate']],
sport_data['activity_typeT, test_size=0.2, random_state=42)

# Model Initialization and Training Random Forest
rf_model = RandomForestClassifier(n_estimators=100, random_state=42)
rf_model.fit(X_train, y_train)

# Predicting types of activities for the test dataset
y_pred = rf_model.predict(X_test)

# Evaluation of prediction accuracy

accuracy = accuracy_score(y_test, y_pred)

print("Accuracy:", accuracy)

In this example, we initialize and train a Random Forest model on the training dataset and then predict the
types of sports activities for the test dataset. The output provides an assessment of the model's prediction accuracy.

This is just an example demonstrating the application of the Random Forest method for classifying sports
activities on hypothetical data. Since Random Forest is a machine learning algorithm, its application without using
code would be challenging, but we'll still provide a calculation example for classifying types of sports activities
using this method.

Suppose we have a dataset containing the following features for each sports event:

Duration of the activity (in minutes).

Number of calories burned during the activity.

Heart rate during the activity (in beats per minute).

Type of activity (e.g., running, swimming, cycling).

We also have a training dataset with these features, consisting of a certain number of examples of sports
activities already classified by activity type according to the following algorithm:

Step 1. Initialize the Random Forest with a certain number of trees.

Step 2. We randomly select a subset of the training data for each tree with return.

Step 3. At each node of each tree, we randomly select a subset of features with a certain criterion.

Step 4. We split the data at each node in such a way as to maximize purity (or minimize uncertainty) at
each node.

Step 5. Repeat steps 2-4 for each tree.

Step 6. When all trees are trained, we use them to classify new observations.

This is a general description of how the Random Forest method works without a detailed explanation of the
calculations performed, as they are quite complex and require the use of algorithms and statistical methods, such as
calculating node purity and constructing decision trees.

Forming the training dataset for the Random Forest method in sports analytics involves several steps at the
initial stage. It begins with collecting data about sports events, including activity duration, calorie count, heart rate,
and activity type. This data can be obtained using specialized sensors, sports watches, mobile applications, or
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collected manually. Next, it is advisable to label each data record in the training dataset according to its class or
activity type, such as "running," "swimming," "cycling," etc. Here is the algorithm for forming the training dataset
for the Random Forest method:

Step 1. Splitting the dataset.

Step 2. Training the model.

Step 3. Model evaluation.

Step 4. Model optimization.

Step 5. Model application.

In the first step, the obtained training dataset is divided into two parts: the training set and the validation
set. The training set will be used to train the model, while the validation set will be used to check its effectiveness.
We train the Random Forest model using the training dataset based on the provided features and their classes. After
training the model, we evaluate its effectiveness using the validation dataset. We analyze how accurately the model
classifies new data and determine performance metrics such as accuracy, sensitivity, specificity, etc. We change the
model and Random Forest parameters to improve its effectiveness if necessary. After successfully evaluating and
optimizing the model, it can be applied to classify new data about sports activities.

The algorithm for collecting data about sports events may look as follows:

Step 1. Defining data collection goals.

Step 2. Choosing data sources.

Step 3. Setting data collection parameters.

Step 4. Initiating data collection.

Step 5. Saving the data.

Step 6. Analyzing and utilizing the data.

Defining the goals and scope of application of the collected data may involve measuring physical activity,
monitoring health status, or analyzing training effectiveness. Data sources may include sports watches, fitness
trackers, mobile sports applications, or sensors monitoring physical activity. Configuring data collection parameters
according to specific needs may include measuring activity duration, calorie count, heart rate, and other parameters
based on the available data source capabilities. The data collection process involves setting the necessary parameters
and verifying the correct operation of sensors or devices. The collected data is saved in an appropriate format for
further analysis and processing. This could be a database, a text file, or any other tool convenient for further work.

Conducting analysis of the collected data to obtain useful information may include identifying trends,
establishing relationships between different indicators, and making decisions based on this information.

Here's an example scenario of bootstrapping for each tree in a random forest:

Let's start with a training dataset containing input data intended for training and their corresponding target
values. We set parameters and determine the number of trees to create in the random forest (for example, 100 trees)
and the size of each random subset (for example, 70% of the total data). When creating the random forest, we
randomly select a subset of data with replacement (bootstrapping) from the training dataset for each tree. We build a
decision tree on the selected subset of data. When forming the random forest, we store each constructed tree in the
random forest. When using the random forest to classify new examples or predict target values, we classify or
predict using each tree in the random forest. We store the classification or prediction results from each tree. For
classification, we use multi-format voting or average values for predictions. This approach allows each tree in the
random forest to "see" only a certain portion of the data, which helps avoid overfitting and ensures greater model
robustness.

Below is an example of Python code for creating a random forest using the library.

scikit-learn:

from sklearn.ensemble import RandomForestClassifier

from sklearn.datasets import make_classification

# Generating synthetic data for model training.
X,y =make_classification(n_samples=1000, n_features=20, random_state=42)

# Initializing the random forest model with 100 trees.
clf = RandomForestClassifier(n_estimators=100, random_state=42)

# Training the model on the training data
clf-fit(X, y)

# Now the trained model can be used for classifying new instances. The example demonstrates generating
synthetic data for model training, initializing and allowing the training of a random forest model, which is then
utilized as the trained model for classifying new data.

Here's the algorithm for implementing the scenario of random feature selection at each node of each tree:

Step 1. Data Preparation.
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Step 2. Initializing the random forest model.

Step 3. Training the model.

Step 4. Random feature selection at each node of each tree.

Step 5. Training and evaluating the model.

Step 6. Applying the model to new data.

To implement the algorithm, datasets are loaded and prepared for model training, including features and
target variables. Using machine learning libraries such as sci-kit-learn, random forest models are initialized.
Prepared data is then passed to the random forest model, and it is trained. At each tree, a random subset of features
is chosen for consideration at each node. This process occurs automatically within the random forest algorithm. The
model is trained on prepared data and its effectiveness is evaluated using a validation dataset. If the model
demonstrates satisfactory performance, it is used to classify new data.

The steps provided offer a general outline of the process for implementing this scenario. Specific details
may vary depending on the characteristics of the dataset.

Results & Discussion

We will analyze the data using the example of monitoring an athlete's rehabilitation during a week. We
collect data on the number of steps taken by the athlete every day, as well as additional data, such as day of the
week, weather, type of training, feeling of fatigue, etc. At the same time, data cleaning, filling of missing values,
normalization and coding of categorical variables can occur.To visualize the obtained data, we will apply a diagram
that reflects the change in the number of steps throughout the week. Let's imagine we collected data on the number
of steps a person took daily throughout the week (Table 1).

We have data on the number of steps throughout the week. Now, let's create a diagram that visualizes this
data. The diagram will graphically depict how the number of steps changed daily throughout the week. On the X-
axis, the days of the week (Monday, Tuesday, etc.) and the number of steps on the Y-axis will be displayed. For
each day of the week, a corresponding marker will indicate the number of steps, for example.

This diagram will allow for easy comparison of the number of steps on different days of the week and
identify, for example, which day had the highest number of steps. Such visualization will be a valuable tool for data
analysis and identifying dependencies between activity and days of the week. Days with more physical activity will
have more steps. For example, on Wednesday and Friday - days with active training - there will be more steps, and
on Monday - recovery day - there will be fewer steps.

Table 1.
Number of steps on the corresponding day of the week

Weekday Number of steps
Monday 5000
Monday 5200
Monday 5100
Tuesday 6000
Tuesday 6100
Tuesday 6050
Wednesday 7000
Wednesday 7100
Wednesday 7200
Thursday 5500
Thursday 5600
Thursday 5650
Friday 8000
Friday 8100
Friday 8200
Saturday 7500
Saturday 7550
Saturday 7600
Sunday 7000
Sunday 7050
Sunday 7100
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Fig. 1 Visualization of collected data

To analyze an athlete's activity using a random forest model, a simple model can be created to predict the
number of steps based on the day of the week. The given data can be used to train the model and evaluate its
performance. First, you need to prepare the data to train the model. Since we have categorical data (day of the
week), we need to encode it into a numeric format.

Monday = 1

Tuesday = 2

Wednesday = 3

Thursday = 4
Friday =5

Saturday = 6

Sunday =7

According to the data in Table 1, we will train the random forest model. Let's train the random forest model

on the input data of Table 1. We receive forecasted data.
Table 1.

Table of projected data

Weekday Projected data

1 5374.94
6030.82
6030.82
6030.82
6962.10
6962.10
6962.10
5610.59
5610.59
5610.59
7929.33
7929.33
7929.33
7719.55
7719.55
7719.55
7085.14
7085.14
7085.14
5374.94
6030.82

NN|N oo™ (A |RIWIWIWINININ|F (-

We will use Python and the scikit-learn library to create a random forest model.
Incoming data

extended_data = {
Nenb Tixus": [1,1,1,2,2,2,3,3,3,4,4,4,5,5,5,6,6,6,7,7,7],
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'KinekicTs kpokis': [5000, 5200, 5100, 6000, 6100, 6050, 7000, 7100, 7200, 5500, 5600, 5650, 8000, 8100, 8200,
7500, 7550, 7600, 7000, 7050, 7100]

}

# CtBopenns DataFrame
extended_df = pd.DataFrame(extended_data)

# Bxinni nani (X) Ta BuxinHi aasi (y)
X _extended = extended df[['denp TrokHs"]
y_extended = extended df['KinbkicTh KpokiB']

# PoznineHHs JaHUX HA TPEHYBAIbHY Ta TECTOBY BHOIPKH
X_train_ext, X _test ext, y train_ext, y_test ext = train_test split(X_extended, y_extended, test_size=0.2,
random_state=42)

# CTBOpEHHS MOJIENi BUITAJAKOBOTO JICY
model_ext = RandomForestRegressor(n_estimators=100, random_state=42)

# HaBuanus momei
model_ext.fit(X_train_ext, y_train_ext)

# IIporHo3yBaHHS Ha TECTOBiH BUOIpII
y_pred_ext = model_ext.predict(X_test_ext)

# Ormigka Mozen
mse_ext = mean_squared_error(y_test_ext, y_pred_ext)
r2_ext =r2_score(y_test_ext, y_pred_ext)

# [IporHo3yBaHHS AJIs BCIX JHIB THIKHS
predictions_ext = model_ext.predict(X_extended)
extended df['TIporno3osani kpoku'] = predictions_ext

mse_ext, r2_ext, extended_df

After running this code, we get model performance metrics. Based on the data and training of the random
forest model, we obtained the following performance metrics:

. Mean Squared Error (MSE): 58055.77

. R”2 Score: 0.9563

The MSE value of 58055.77 is sufficiently small, which indicates the model's sufficient accuracy. The
predicted values' deviation from the actual values is relatively small. The R2 value of 0.9563 indicates that the
model explains the variability of the data well. A value close to 1 means the model's high accuracy. The random
forest model performed significantly well. A low MSE value and a high R2 Score indicate that the model can
accurately predict an athlete's step count based on the day of the week. This shows that the random forest model is
adequate for analyzing the number of steps per week, given sufficient data and informative features.

The number of steps an athlete takes daily depends on many factors, such as weather, day of the week,
training plan, physical condition, etc. A random forest does a good job of modeling complex relationships between
these features. The number of steps can vary greatly from day to day. A random forest is able to handle such
irregular data and make stable predictions. A random forest can identify which factors most influence the number of
steps taken, which can be useful for training analysis and planning. A random forest can effectively handle missing
data by filling it in based on information from other trees in the forest. Using the model to predict the number of
steps and analyze the importance of features will allow us to identify the key factors affecting the athlete's activity.

The scientific novelty of the article lies in considering a comprehensive approach to developing and
implementing an information system for storing and processing data in the sports industry. The article proposes
updated methods and tools for collecting, analyzing, and utilizing data to improve sports event management,
enhance training effectiveness and athlete development, and improve interaction between sports organizations and
fans. The article's innovation lies in applying advanced data analysis methods, including machine learning
techniques and artificial intelligence, to identify patterns and trends in sports activities. Additionally, the article
proposes new approaches to using data to support decision-making in the sports industry, which can benefit coaches,
athletes, sports organizations, and other stakeholders in the sports environment. Therefore, the scientific novelty of
the article lies in proposing advanced solutions and methodologies for developing sports analytics and optimizing
management in the sports industry through information technologies.
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Conclusions

This paper presents an information system for data processing in the sports industry using the random
forest method, which allows efficient analysis of large volumes of data and provides accurate predictions. Research
and development of the system made it possible to draw the following conclusions:

The random forest method is highly accurate in classifying and regression of sports data, which makes it
particularly useful for predicting match results, evaluating player performance, analyzing fan behavior, and
analyzing training results. The model's work is demonstrated by analyzing the results of an athlete's training, and an
example of predicting these indicators, which should be achieved to improve his condition, is given. The experiment
proved that the input sample's growth improves the model's quality.

The use of advanced machine learning techniques, including random forests, in sports analytics will enable
coaches, team managers, and sports analysts to gain deeper insights, facilitating informed decision-making.

The developed information system will provide convenient access to analytical data for various categories
of users, including administrators, coaches, players, and fans.

Data preprocessing modules, including cleaning and normalization, significantly improve the output data
quality, increasing the accuracy and reliability of predictions. This helps to avoid many errors related to inaccurate
or incomplete data.

Based on the results obtained, the proposed information system, which uses the random forest method,
effectively processes sports data. This improves the accuracy of data analysis and data prediction. Further research
and implementation of additional features may further expand the application of this system in the sports industry.

To improve the results in future studies, the model will be trained on a larger amount of data, which will
allow it to better generalize and make more accurate predictions. Additional features such as weather, training time,
an athlete's physical condition, etc., can significantly improve the model's performance.
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