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This paper examines the problem of solving software engineering tasks in developing information systems for natural
language processing. Generating corpora of text data is highlighted as a specific task of this problem. An analysis of the basic
CorDeGen method was carried out, which is one of the corpus generation methods specially developed for this specific problem.
This study shows that this method has a limited scope due to the use of "artificial” terms to fill the texts.

The paper proposes a new modified DBCorDeGen method that solves this shortcoming thanks to the use of an additional
dictionary of terms that is supplied to the input of the method. The DBCorDeGen method preserves most of the characteristic
features of the basic method, which are important for its use in solving software engineering tasks: determinism, speed of
operation (including the possibility of combining with parallel modification), the possibility of a priori description of the structure and
properties of the generated corpus. The only disadvantage compared to the basic method is the increase in the number of input
parameters, however, compared to other methods of generating corpora presented in the literature, it is relatively small, and due to
it, the scope of application of corpora generated by this method significantly increases.

As an experimental test of the proposed modified DBCorDeGen method, the task of sentiment analysis of the texts of the
generated corpus is considered. The study shows that when using the basic CorDeGen method, it is impossible to obtain sentiment
analysis results different from neutral polarity for all texts. When using the proposed method, it is possible to obtain different results
using different dictionaries. Thus, it is confirmed that the proposed DBCorDeGen method has a larger scope than the basic method.
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SlkiB OCHH, Haranis PUBAYOK

HamionansHnii TexHivnuil yHiBepcuteT Ykpainu «KuiBcbkuit momitexHivunuii iHcTuTyT iMeHi Iropst CikopchKoro»

JTETEPMIHOBAHWUM METOJI TEHEPYBAHHS TEKCTOBHUX KOPITYCIB HA
OCHOBI CJIOBHUKA

Y parivi poboTi po3risaacTbCs MPOBIIEMATUKE BUPILLIEHHS 38434 [HXEHEPIT MpOrpamMHOro 3a6E3re4YeHHS Mpu POo3pobIIeHHI
IHGOPMALIIIHNX CUCTEM O6POBTIEHHS MPUPOAHOI MOBH. B SKOCTI KOHKDETHOI 3afaqi [aHoi rpobreMaTviku BUAIIEHO 3a4ady
FEHEDYBAHHS KOPITyCiB TeKcToBux fganmx. [lposegeHo araniz 6azosoro merogy CorDeGen — O4HOro I3 METosiB reHEpYBaHHS
KODIyciB, Creyia/ibHo po3pOG/IEHUX [U1S BUIHAYEHOI npoGreMaTvikv. Y AaHOMY AOCTIKEHHI 0Ka3aHO, Lo Ued MeToq Mae
OBMEXEHY CEPY 3aCTOCYBAHHS YEPE3 BUKOPUCTAHHS <LUTYYHUX» TEPMIB A/15 HAITOBHEHHS TEKCTIB.

Y pobori 3anporioHoBaHo Hosmi MoangikosaHmi metoq DBCorDeGen, 1o BUDILLYE JAaHmi HELOJIK 3aBASKHU
BUKOPDUCTaHHIO [OAATKOBOIO C/IOBHUK3 TEPMIB, L0 11043€TbCS Ha Bxig Mmetogy. Merogq DBCorDeGen 36epirac  6inbLuicTe
XaPaKTEPHNX O3HAK BA30BOr0 METOAY, IO € BAX/MBUMU [J1S HOr0 BUKOPUCTAHHS NPy BUDILIEHH] 33434 [HXEHEPIT rMporpamMHoro
3abe3reyeHHs: AETEPMIHOBAHICTE, LWBUAKOZIKO (BK/IIOYAIOYN MOXIUBICTL [1OEQHAHHS 3 18PasIEIbHO MOANQDIKALIED), MOX/IMBICTb
arnpiopHoro ormcy CTpyKTypu Ta BAACTUBOCTEH E€HEPOBAHOMO KOPIycy. CAUHUM MOrPLIEHHSM BIIHOCHO 6a30BOro MeETody €
36I/IbLIEHHST Ki/IbKOCTI BXIAHUX NI8PaMETPIB, MPOTE, y MOPIBHSHHI 3 IHLUIMMU METOAAMYU FEHEPYBAKHHS KOPIIYCiB, IO MPEACTABIEHH ¥
JUTEPATYPIL, BOHO € BIHOCHO Ma/mM, a 3a MOro PaxyHoK 3Ha4YHO 36I7bLIYETBCI Cihepa 3aCTOCYBaHHS KOPITYCIB, 1O EHEPOBAHI LM
METOHOM.

B SKOCTi eKcriepuMeHTasibHOI 1eEpEBIPpKY 3arpornoHOBaHOro Moan@ikosaHoro metogy DBCorDeGen po3r/isHyTo 3agadqy
aHasi3y TOHa/IbHOCTI TEKCTIB reHEpOBaHOro Kopriycy. Y poboTi rokasaHo, Lo rpyu BuKopucTaHHi 6azoBoro metogy CorDeGen
HEMOXJTMBO OTPUMATHU PE3Y/IbTATU aHasli3y TOHA/ILHOCTI, BIAMIHHI Bif HEUTPa/IbHOI TOHA/IbHOCTI A/19 BCIX TeKCTiB, a npu
BUKOPUCTAHHI 3aIPONIOHOBEHOrO METOAY MOXXJ/IMBO OTPUMYBATU PISHI Pe3yJibTatv, BUKOPUCTOBYIOYHN PI3HI C/IOBHUKY. TaKUM YHHOM
MIATBEDIKEHO T€E, LUO 3arporoHoBaHui Metogq DBCorDeGen mae 6iribLy CEPy 3aCTOCYBAHHS, HK 6a30BMmi METOA.

Kmoyosi  cioBa: 06pOb/IEHHS] PUPOAHOI MOBY; KOPIIYCH TEKCTIB; IE€HEPYBAHHS KOPITYCiB, 330E3IMe4YEHHS SIKOCTI
TIPOrPamMHOro 3a6€3reYeHHS]; aHasl3 TOHa/IbHOCTI TEKCTY.

Introduction

Information systems designed to address various natural language processing tasks have become ubiquitous
in modern life, serving everyday needs and numerous professional fields. The unique features of natural language
processing present challenges in solving different software engineering tasks when developing such systems. One
major challenge is that these systems are usually designed to handle large text corpora and this complicates the
development process. When, for example, it is necessary to test the developed information system (at the unit or
integration level) or measure its performance, a large number of different (by structure, properties, or size) corpora
of text data may be necessary. Only on-demand corpus generation can provide this because manual preparation of
corpora is not efficient in terms of time and human effort.

As will be shown below, the field of corpus generation methods tailored specifically for software
engineering tasks is currently underexplored despite the growing necessity for these methods. Thus, creating new
methods and enhancing existing ones for generating text corpora to support software engineering tasks is an ongoing
and pressing challenge.
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State of the art

Even though today’s literature presents a large number of studies devoted to the construction and
generation of text data corpora, the vast majority of approaches and methods presented in these works cannot be
applied (partially or completely) to solve software engineering problems.

For example, the methods of constructing corpora described in [1-4] require a large amount of natural text
data based on which the corpus is generated. This requirement significantly limits the possibility of their use in
developing information systems because the initial data must be stored somewhere additionally.

The methods presented in [5, 6] also require natural text data, but they can also work with data of a small
volume, which simplifies their storage. However, these methods have a low speed, so their use will significantly
slow down the process of solving software engineering problems.

Also, all these methods (presented in [1-6]) have the following in common:

. They are deterministic, therefore, to obtain different generated corpora, it is necessary to store a set
of different initial natural data.
. Determining the structure and properties of the generated corpus can be difficult when using them.

Among the methods presented in the literature, specially designed for their use in solving software
engineering problems, it is worth highlighting the CorDeGen method [7].
The basic CorDeGen method consists of the following steps [7]:

1. Input the parameter N,,s — the number of unique terms that should be contained in the texts of
the generated corpus.
2. Calculate the parameter Ny, — the number of texts in the corpus — using the function f(X)

represented by the formula (1):
£): | 4/Neerms | ()

3. For each term index i from 0to Nigms (exclusive):

a. Receive the string representation of the term corresponding to the index i by converting the index
to the hexadecimal number system: term; = itoa(i,16) .

b. Calculation of the vector tT, , containing the number of occurrences of the term in texts, using the
calculation of the function g(X) by the formula (2):
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N; = Ngocs (imod Noes +1).

c. Record to each text the string representation of the term based on the calculated number of
occurrences from the vector tT. :

In practice, the algorithm implementing the basic CorDeGen method will have asymptotic computational
complexity equal to O(N*®).

The basic CorDeGen method is also deterministic like the methods presented in papers [1-6], but it accepts
a minimum number of input parameters (only N, Which determines the size of the corpus), so this does not

pose a problem when applying this method in solving software engineering problems.
The literature also presents modifications of the basic CorDeGen method, which are focused on its
improvement and/or correction of shortcomings, namely: improvement of performance at large Ny, due to

parallelization [8], avoidance of removing part of the terms from the generated texts during preprocessing [9].
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However, despite the work already done to improve the basic CorDeGen method, it and its modifications
presented in the literature still have certain shortcomings, which lead to the limitation of the applicability of these
methods. First of all, such a shortcoming is the use of “artificial” terms to fill the texts, namely the hexadecimal
representation of their indices. In this case, only certain terms can match natural language terms that contain only
letters a-f. This greatly limits the possibilities of using generated corpora because natural language processing
methods that use term semantics analysis or use natural language term dictionaries will not return practically
meaningful results for such corpora generated by the basic CorDeGen method. An example of such methods of
natural language processing can be methods of sentiment analysis, the vast majority of which are based on machine
learning methods or dictionaries. As of the time of this study, no corpora generated by the basic CorDeGen method
or its known modifications can be used with such methods, which is the goal of this study to correct.

Purpose of the paper
The paper aims to eliminate the identified shortcoming of the basic CorDeGen method related to the lack of
semantics of the generated terms. This issue can be addressed by developing a modification of the method that will
generate semantically filled terms.

Dictionary-based CorDeGen (DBCorDeGen)

The extreme limitation of the input data of the method only to the required size of the corpus causes the
above-described drawback of the basic CorDeGen method. In this case, the only way to obtain a string
representation of the next term is to perform certain manipulations with its index — the basic method uses the
hexadecimal representation for this. Thus, the identified shortcoming of the basic CorDeGen method can only be
solved by extending the input data that the method accepts.

The new modified DBCorDeGen method proposed in this study uses this idea and expands the set of input
parameters with an additional dictionary of terms dict, which will be used when determining the string
representation of the next term by its index. This dictionary can be task-specific, taking different forms and
structures depending on the natural language processing task with which the generated corpus will be used. The only
mandatory requirement that the proposed method imposes on this dictionary is that its size must be at least as large
as the given value of Ny . Otherwise, it may lead to an error when generating the corpus or to the use of the

same term several times for different indexes, depending on the specific implementation of the method.
Thus, the proposed DBCorDeGen method consists of the following steps:

1. Input the following parameters:

a. Nierms — the number of unique terms that should be contained in the texts of the generated corpus.
b. dict — the terms dictionary, size(dict) > Nig/ms -

2. Calculate the parameter Ny, — the number of texts in the corpus — using the function f(X)

represented by the formula (3):

09| 4/Nierms | ©)

3. For each term index i from 0t0 Ny (exclusive):
a. Receive the string representation of the term corresponding to the index i from the dictionary
dict : term; =dict(i) .
b. Calculation of the vector tT, , containing the number of occurrences of the term in texts, using the
calculation of the function g(X) by the formula (4):
0,je(c—r...ci+r)
1 . .
g(x) :tfy; = mNi' je(c—r...c; +r), j #¢;, where
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c. Record to each text the string representation of the term based on the calculated number of
occurrences from the vector tf; .

The algorithm implementing the proposed DBCorDeGen method will have the same asymptotic
computational complexity as for the basic CorDeGen method because it is possible to get terms from the dictionary
with constant time.

The modified DBCorDeGen method, in addition to increasing the scope of application of generated
corpora, preserves most of the other advantages of the basic CorDeGen method in solving software engineering
problems for information systems for natural language processing: determinism, relatively low computational
complexity, the possibility of a priori description of the structure and properties of the generated corpus. In addition,
the proposed DBCorDeGen method can also be combined with a parallel modification of the basic method [8], thus
obtaining even better performance in practice.

The main disadvantage of the DBCorDeGen method, in comparison with the basic method, is the increase
in the number of input parameters, due to which the main advantage of this method is achieved — the increase in the
scope of application. However, if we compare the possible volume of the dictionary with the required volume of
input data of other methods [1-6] presented in the literature review, it is much smaller. Also, the proposed method
may retain other shortcomings of the basic CorDeGen method, which have not yet been discovered and/or not
presented in the literature. As for the drawback described in [9], the DBCorDeGen method can also effectively
avoid it by excluding stop words from the used dictionaries.

Experiment

Experiment hypothesis

As a practical example of how the proposed DBCorDeGen method can be used in fields inaccessible to the
basic CorDeGen method, let's consider the above-mentioned example of sentiment analysis of the texts of the
generated corpus.

As a final assessment of the polarity of the entire text, we will take the polarity that occurs most often
among the sentences that make it up.

In the case of the basic CorDeGen method, it is possible to hypothesize that since most of the terms
generated by this method do not occur in natural languages, all generated texts will have a neutral polarity.
Individual constituent sentences may have a non-neutral polarity (negative or positive) due to some random
fluctuations in polarity scoring methods, but such sentences will not be sufficient to change the final score based on
the most frequent polarity.

In the case of the proposed DBCorDeGen method, polarity estimates of the texts of the generated corpus
will depend on the method of construction of the used dictionary. As part of this experiment, it is proposed to use a
dictionary constructed as follows: if the index of a term in the dictionary (taken with the remainder from division by
Ngocs ) is less than Nyo.s / 2, then the term must have a negative polarity, otherwise the term must have a positive
polarity. For the texts of the corpus generated using such a dictionary, it is possible to hypothesize that the first
Ngocs / 2 texts will have a final evaluation in the form of negative polarity, and the second Ny, / 2 texts will

have a final evaluation in the form of positive polarity. This is due to the peculiarities of the distribution of terms
across texts, namely, the existence of a “central” text for each term.

Experiment results

To conduct the experiment, the software implementation of the basic CorDeGen method, all its
modifications known at the time of writing the paper, and the proposed DBCorDeGen modification were used. The
software implementation was created using the 8th version of the .NET platform [10] in the C# 12 programming
language [11]. The developed software implementation is tested using unit tests written with the xUnit library [12,
13]. Also, the repository of the software implementation contains benchmarks of all implemented methods written
with the BenchmarkDotNet library [14, 15].

The .NET port of the Stanford CoreNLP library, developed by the authors of the paper, was used to
perform the sentiment analysis of the text [16, 17]. This library supports five polarities for sentences: very negative,
negative, neutral, positive, and very positive.

Fig. 1 shows the results of the sentiment analysis of the corpus of texts generated using the basic CorDeGen

method with the parameter Ne,s equal to 256 (correspondingly, Ngoes =4).
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Fig. 1. The result of the sentiment analysis of the corpus of texts generated by the basic CorDeGen method

As can be seen from Fig. 1, the first hypothesis of the proposed experiment turned out to be true — for each
text generated by the basic method, the final assessment of polarity is neutral because sentences with this polarity
significantly prevail in all generated texts. Thus, the basic CorDeGen method cannot be applied together with the
tasks that solve the problems of software engineering for the methods of sentiment analysis because the obtained
results will not have practical meaning.

For the software implementation of the proposed modified DBCorDeGen method, a dictionary constructed
according to the principle described in the framework of the second hypothesis was used. Given that the Stanford
CoreNLP library recognizes all text as written in English by default, the term “awful” is used for terms that should
have a negative polarity, and the term “amazing” for terms that should have a positive polarity. Fig. 2 shows the
results of sentiment analysis of texts generated by the proposed DBCorDeGen method with such a dictionary for the

same parameter Nigms -
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Fig. 2. The result of the sentiment analysis of the corpus of texts generated by the proposed DBCorDeGen method

As can be seen from Fig. 2, the second hypothesis of the proposed experiment also turned out to be true —
the first two generated texts have a “very negative” rating as the final assessment of polarity, and the second two
generated texts have a “very positive” rating. Thus, using the DBCorDeGen method, it is possible to obtain different
sentiment analysis results for different corpora generated using dictionaries constructed according to different
principles. This is qualitatively different from the always identical result that can be obtained using the basic
CorDeGen method.
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Conclusions

This study shows the need for further development of new methods of generating corpora of text data,
including modification of existing methods to correct their existing shortcomings and expand the limits of
applicability. All this concerns the application of these methods in solving the problems of developing software for
natural language processing.

The performed analysis of the basic CorDeGen method, which is presented in the literature as specially
developed for use during solving software engineering problems, revealed the presence of shortcomings and
limitations in its applicability, despite its existing modifications that are quite widely presented in the literature. This
study presents a new modification of the CorDeGen method, which extends the limits of applicability to natural
language processing methods based on semantic analysis or dictionaries of natural language terms.

The given example of the practical use of the proposed modified method confirmed the elimination of the
identified shortcoming and the expansion of the limits of applicability of the CorDeGen method of text data corpus
generation. The conducted experiment showed the possibility of building dictionaries of terms for the DBCorDeGen
method, which have different properties, as a result of which corpora with different predicted properties will be
generated. Such practical results can be used, for example, when solving the problem of software quality assurance,
namely testing. The proposed DBCorDeGen method can be applied together with a property-based testing
methodology, where the predicted properties of corpora generated by different dictionaries will be used to validate
the developed natural language processing software.

Further research can be focused in different directions:

. Important for academia: research on the properties of corpora generated using different
dictionaries in the context of different natural language processing tasks; combining the studied properties with
different methods of solving software engineering problems, such as quality assurance or benchmarking.

. Important for industry: software implementation of the proposed method in various programming
languages.
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