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THE MANAGEMENT OF SCALABILITY IN CLOUD-BASED APPLICATIONS

The following is an abstract of the article. The article presents an analysis of the challenges associated with monitoring
and managing the scalability of a cloud application. To this end, a module for monitoring and managing the scalability of a cloud
application has been developed as part of this study. The development process included the introduction of automatic scaling,
monitoring using Prometheus and Grafana, which allows for a high level of availability and resource efficiency. The study comprised
a series of phases, including requirements analysis, system design, development, testing, and evaluation. Consequently, the
system’s performance, stability and capacity to scale in response to fluctuating workloads were enhanced. The module exhibits a
high degree of adaptability to changes in system requirements and load, which is a crucial attribute for the dynamic development of
business applications. This solution assists in optimising the allocation of resources and reducing infrastructure costs. The project
has been found to fully meet the set goals and objectives, as well as the requirements for effective resource management of the
Amazon Web Services cloud platform using Terraform, Prometheus and Grafana. The practical value of the developed module is
evidenced by a significant improvement in resource efficiency, service stability and cost optimisation. The module design has been
subjected to rigorous testing and has been successfully implemented in a test environment, thereby demonstrating the
sustainability and efficiency of the developed solution. The experience gained in the implementation and operation of this solution
may prove useful for further expansion and optimisation of cloud solutions in other projects and companies specialising in the
provision of cloud solutions. The findings of this study were validated in a test environment at an IT company with a specialisation
in cloud technologies. The objective was to ascertain the functionality and efficiency of the developed module in a real-world
context of cloud infrastructure operation. The testing process entailed the configuration of the module on pre-existing cloud
infrastructure systems, its integration with Prometheus and Grafana for monitoring purposes, and the execution of a series of stress
tests designed to assess the module's scalability. As a result of this testing, a number of critical points were identified that required
further optimisation. The results of the study and the issues identified during the project testing have enabled the identification of
several areas for further improvement and development of the system. First and foremost, the optimisation of automatic scaling
algorithms represents a crucial avenue for improvement. The development of these algorithms should be orfented towards utilising
historical monitoring data to anticipate potential shifts in system load. Another pivotal area for enhancement is the precision of
monitoring systems. The integration of supplementary tools and the expansion of existing monitoring systems' functionality will
facilitate the acquisition of more comprehensive insights into the system's condition. This, in turn, will facilitate the expedient
identification and eradication of potential issues.
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IOpiit CKOPIH, Ipuna 30JIOTAPBOBA, [Opiit JUCTOIAL

XapkiBchKuil HalllOHATBHIN eKOHOMIUHHH yHiBepcuTeT iMeHi Cemena Kysuers

YIHPABJITHHA MACIITABYBAHHAM XMAPHUX TOAATKIB

Y crarri npoaHanizoBaHo rpobsiemu MOHITOPUHIY Ta yrpas/iiHHA MacliTabOBaHICTIO XMApHOro 3acTOCyHKY, y pamkax
AaHOro [OCTIKEHHS 6B CTBOPEHUN MOZY/Ib MOHITOPUHIY Ta yripas/liHHS MACLUTaG0BAHICTIO XMAPHOIo 3acTOCyHKY. Po3pobka
BK/IOYa/sIa B CEOE BIPOB3KEHHS aBTOMAaTUYHOro MaclutabyBaHHs, MOHITOpUHry 3a goriomorotro Prometheus ta Grafana, wjo
J03BO/ISE 336E3M1eYNTH BUCOKMY DIBEHb AOCTYIIHOCTI Ta €@EKTUBHOCTI BUKOPUCTAHHS PecypCiB. [JOC/imKeHHs epeseaqano
[IPOBEAEHHSI aHasli3y BUMOI, [POEKTYBAHHS CUCTEMY, PO3POO/IEHHS, TECTyBaHHS Ta OLIHKY pe3ysbTatis. 3aBAsku Lbomy, 6y/o0
AOCArHYTO 3POCTaHHS NMPOAYKTUBHOCTI | CTAOIIbHOCTI CUCTEMY, @ TaKOX IMGBULYEHO 34aTHICTb O MAacliTabyBaHHS BIAMOBIAHO 40
3MIHIOBAHOrO HABAaHTAXEHHS. MoAy/ib AEMOHCTPYE BUCOKY aAANTUBHICTE AO 3MIH Yy BUMOrax T1a HABAHTAXEHHI CHCTeMM, LYo
BaX/mBo 47151 GI3HEC-3aCTOCYHKIB, SIKI AMHAMIYHO PO3BUBAIOTLCA. TaKe PILLIEHHS CrIPUSIE OMTUMA/IbHOMY pPO3IIO4iy pPecypciB |
MiHIMBaLIT BUTPAT Ha iH@PacTpykTypy. [IDOEKT MOBHICTIO BiANOBIAAE BCTAHOB/IEHUM Li/IIM Ta 3aBAAHHSIM, BUMOraMm €@pEeKTUBHOIo
yrpassiHHs pecypcamu xmapHoi niargopmu Amazon Web Services 3 BukopuctaHHsM Terraform, Prometheus ta Grafana.
lIpakTnyHa LiHHICTb pO3p06IEHOr0 MOAYJIS MO/ISraE Y 3HAYHOMY MOKDALLEHH] €PEKTUBHOCTI BUKOPUCTAHHS PECYPCIB, 336€3rmeqeHHf
CTabINIbHOCTI CEPBICIB Ta onTuMi3auii BUTPAT. [IpoekT Mogyso 6yB anpoboBaHmid Ta YCIILHO [MITIEMEHTOBAHUI Yy TECTOBOMY
cepegosuLyl, Je 6yna IPOLEMOHCTPOBAHa CTIIKICTE Ta €QEKTUBHICTL PO3POBSIEHOIO PIlEHHS. LoCBiA i3 BrpOBaMKEHHS Ta
eKcriiyarauii Moxe 6yTv KOpUCHUM U151 [104a/TbLLOMO PO3LIMPEHHS Ta ONTUMI3ALII XMapHUX PILLEHb B IHLUMX MPOEKTax Ta KOMIIaHIsX,
YO crieyiani3yeTeCsl Ha HadaHHi XMapHuX pillieHs. Pe3yribTati Lboro AOCTIIKEHHS Oy/in arpobOoBaHi Ha TECTOBOMY CEPEOBULYI B
IT-rjanpuemcTsi, Lo Crieyiasni3yeTbCa Ha XMapHUX TEXHOJIONSIX. TECTYBaHHS MPOXOAWIO 3 METOKO MEPEBIPKN QyHKLIOHAIbHOCTI Ta
e@pEKTUBHOCTI PO3POBIEHOrO MOZYJIS Y PEAJIbHUX YMOBAX EKCII/TyaTalii XMapHOI IH@PacTpyKTypH.

Kimto4oBi ¢/10Ba.; MacLuTaboBaHICTb, XMapHMW 3aCTOCYHOK, Prometheus, Grafana, Terraform, CTpec-Tect, MOHITOPUHI.

Introduction

Today's world is characterised by the rapid development of information technology, which is having a
significant impact on all aspects of human activity. The automation of business processes is particularly important,
as it allows companies to improve their efficiency, optimise costs and increase the speed of response to market
changes. The use of cloud technologies is becoming an answer to the need for flexibility and scalability of IT
infrastructure, allowing resources to be dynamically scaled up and down according to business needs.

Growing volumes of data and the need to process it require monitoring systems to be highly efficient and
able to scale quickly. However, traditional approaches often prove too inflexible or costly to deploy, prompting the
search for new solutions. In this context, cloud technologies offer the opportunity to efficiently deploy and scale
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monitoring and resource management systems, enabling high availability and reliability of IT services. The need to
develop systems capable of automatically adapting to changing workloads and optimising resource utilisation is
being driven by increasing demands for efficiency in processing large amounts of data and the need to reduce the
cost of maintaining IT infrastructure.

The relevance of the study focuses on the critical need to improve and optimise cloud resource scalability
management systems. With the rapid development of technology and the increase in data volumes, effective
management of cloud infrastructure resources is becoming a critical factor in ensuring high performance and
availability of online services. Cloud technologies offer great opportunities for scalability and elasticity, but also
require granular control and adaptive management to ensure an optimal performance/cost ratio.

Today's business requirements change frequently, requiring scalability monitoring and management
systems to adapt quickly and automatically to these changes. Developing a module that can analyse current
performance and resource usage and automatically adjust system scaling based on this analysis meets these
requirements. This not only ensures business continuity, but also contributes to a significant reduction in IT
infrastructure maintenance costs.

Thus, the relevance of this study lies in the need to develop effective solutions for dynamically managing
the scalability of cloud resources that can ensure high availability and performance of services at optimal cost.

The aim of this paper is to implement a software module for monitoring and managing the scalability of a
cloud application based on the AWS (Amazon Web Services) platform and managed by Terraform. The main idea is
to create a system capable of automatically analysing current resource usage and adaptively adjusting service scaling
based on the data obtained. This will help to increase system efficiency, reduce overall maintenance costs and
increase end-user satisfaction by maintaining optimal application performance.

Related works

Publications [1-2] show that ensuring high availability and efficiency of cloud applications requires
advanced scaling solutions. Scaling is defined as a strategic element to ensure continuous operation of applications
even as the load and volume of incoming data increases. AWS was chosen as the cloud infrastructure for the
application deployment to provide a wide range of features and high reliability. AWS has an extensive network of
data centres to ensure maximum application availability for users in different geographical regions, and AWS offers
a number of tools for automation and infrastructure optimisation, which is a key factor for successful scaling.
Terraform was chosen as the tool to automate infrastructure tasks because of its ability to describe and manage
infrastructure configuration in code.

The author of the publication, Evgeny Brykman [3], proves that Terraform is a real star in the DevOps
world. It is a technology that enables the configuration, deployment and management of cloud infrastructure.
"Infrastructure as a Code (1aC) allows you to make the most of virtual platforms from tech giants such as AWS,
Google Cloud, Azure and others. The authors provide simple, concise examples of the code used in Terraform to
deploy and manage infrastructure. Experienced DevOps engineers, and even beginners, will quickly move from the
basics of Terraform to working with a full stack capable of supporting large volumes of traffic and ensuring stable
conditions for a large team of specialists.

In the article [4], author Jack Dwyer details how Terraform can be used to automate the deployment and
management of cloud infrastructure. He analyses how Terraform simplifies resource management through descriptive
configuration files, enabling rapid scaling and modification of infrastructure without the need for manual intervention.

Aalok Trivedi's paper [5] shows the potential of AWS in the context of ensuring scalability and high
availability of cloud solutions. The article provides examples of using various AWS services such as Elastic Load
Balancing, Auto Scaling and Amazon S3 to develop resilient and efficient systems.

The paper [6] analyses methods and tools for monitoring and analysing cloud resources, describing the
process of using integrated monitoring tools such as AWS CloudWatch and Prometheus to track the operation of
cloud resources and identify potential problems.

The paper [7] defines and outlines the main benefits of cloud scaling, discusses the possibilities of scaling
to a large number of subscribers, and analyses the use of load balancing, virtual servers and virtual storage.

The paper [8] discusses two main scaling strategies - horizontal (dispersal) and vertical (infrastructure
expansion).

Paper [9] defines the term "“cloud”, identifies which services are cloud-based, considers cloud deployment
models and analyses the benefits of cloud technologies.

Articles [10-11] consider the issue of cloud testing of mobile applications, analyse the advantages and
disadvantages of cloud testing of mobile applications, identify the types of testing that can be performed in the cloud
and which applications should be tested in the cloud.

In the publication [12], the author, llya Reznikov, provides an overview of the history of databases,
defines a cloud database, analyses database deployment models, and various cloud database mechanisms.

The author of the publication [13], Alexandra Balykina, considers such issues as types of cloud services,
basic models of cloud services, advantages of "clouds, security, selection of a cloud platform, and implementation of
clouds in business.
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The publication [15] addresses such issues as what is the cloud, what are laaS and XaaS, how does PaaS
differ from laaS, what tasks does SaaS solve, how to choose a service model, etc.

Based on the literature review, it can be concluded that the integration of tools such as Terraform and
AWS services creates a powerful platform for managing cloud resources. Modern solutions provide not only high
level of process automation, but also in-depth monitoring and analysis of system health, which is key to maintaining
the scalability and resilience of business applications in the cloud. This approach allows companies to quickly adapt
to changing market needs and user demands.

The management of scalability in cloud-based applications

In today's cloud world, the importance of effective resource management and monitoring cannot be
overstated. There are numerous software solutions designed to optimise the use of cloud resources and ensure their
availability and scalability. A review of existing software products provides an opportunity to understand the level
of technical sophistication in this area and to identify best practices that can be used in the development of new
solutions. This section analyses several leading cloud monitoring and management software products, such as AWS
CloudWatch, Datadog and Microsoft Azure Monitor. The aim of the analysis is to compare their key features,
including vendor, product versions, operating system, key functionality, user interface, cost of use and availability of
free versions or plans. This approach will allow you to gain a detailed overview of the advantages and disadvantages
of each of the solutions under consideration, which in turn will help you to formulate a sound strategy for
developing your own software product.

In order to achieve this goal, the following objectives have been set

- Analysis of existing solutions, modern methods and tools for monitoring and managing scalability in
cloud environments, identify requirements and standards for implementing such systems;

- System design and development of the architecture of the module, identify key components and their
interactions, and select technologies to implement the required functionality;

- Module implementation, including metrics collection, data analysis and scaling functions, and ensure
integration with AWS and Terraform for resource management;

- Test and tune to verify functionality and reliability, tune module operation to ensure efficiency;

- Documentation for the project, including instructions for using and maintaining the module;

- Implementation and demonstration of the module in a test environment to demonstrate its capabilities
and benefits.

This approach will enable a deeper understanding and use of cloud technologies for scaling and
monitoring, and contribute to the optimisation of information system resources.

The subject of this study is the scaling and monitoring processes in cloud information systems. These
processes form an important part of cloud management, including tracking system operating parameters and
automatically adjusting the amount of resources according to current load and user needs.

Scalability helps to adapt the system to changing usage conditions, thereby improving performance and
user satisfaction.

Monitoring provides the collection of key metrics that allow you to identify and predict trends, analyse
the state of the system and is an integral part of the scaling process.

The development of methods and tools to optimise these processes within AWS cloud systems using
Terraform tools formed the basis of the practical part of this study. As a result, the monitoring and scaling system
enables real-time response to load changes and optimisation of resource utilisation, leading to an increase in the
overall performance and availability of cloud resources.

The subject of research in this thesis is the methods of automatic scaling and monitoring of resources in
cloud environments. In particular, this includes the study and application of modern technological solutions that
allow optimising the use of computing resources through automated scaling based on changing usage conditions and
system requirements.

Emphasis will be placed on methods for dynamic analysis of system performance metrics, including the
collection, processing and interpretation of resource usage data to make decisions about the need for scaling.

These processes are supported by the use of monitoring tools such as Prometheus and Grafana, which
allow you to visualise key performance indicators and identify potential problems in the cloud infrastructure.

Technologies and platforms such as AWS and Terraform are also being explored to provide tools for the
deployment and management of cloud resources, helping to put scaling algorithms into practice. This will allow the
techniques developed to be integrated directly into cloud environments, automating resource management processes
and improving overall system efficiency.

This study takes an integrated approach to implementing a cloud infrastructure using design
methodologies such as Terraform and AWS. Terraform is used for the declarative description of the infrastructure,
allowing the required resources and their configurations to be defined in code. This helps to automate the
deployment and management of the infrastructure, ensuring accuracy, repeatability and ease of scaling. AWS is used
as the primary platform for deploying cloud infrastructure and offers a wide range of services and solutions for
efficient cloud hosting and resource management. AWS features such as Elastic Compute Cloud (EC2) and Auto
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Scaling provide the project with the necessary tools to dynamically scale resources according to the current load and
ensure high availability and reliability of the system.

The use of these methods not only allows for effective management of cloud infrastructure resources, but
also ensures a high level of security, stability and scalability of the software, which are critical aspects when
working with modern cloud solutions.

The scientific significance of this study is the development and research of effective methods of resource
management in cloud infrastructures, which contributes to the development of the field of cloud technologies.

The practical significance of the work is expressed in the possibility of implementing the developed
solution to optimise the use of resources in real IT infrastructures of companies. This leads to a significant increase
in efficiency, cost reduction and an increase in the overall availability and reliability of information systems.

The implementation of the developed software module in a test phase at an IT company allowed us to
verify its effectiveness and identify potential areas for further improvement. This confirms the feasibility of using
the development in the field of cloud resource management and provides a basis for its further implementation on an
industrial scale.

In the contemporary digital landscape, the significance of efficacious resource administration and
observation cannot be overstated. A plethora of software solutions have been developed with the objective of
optimising the utilisation of cloud resources, ensuring their availability and scalability.

A review of existing software products allows for an understanding of the level of technical sophistication
in this area to be gained, as well as the identification of best practices that can be used in the development of new
solutions. This section presents an analysis of several leading cloud monitoring and management software products,
including AWS CloudWatch, Datadog, and Microsoft Azure Monitor. The objective of this analysis is to provide a
comprehensive comparison of the key features of the selected software products, including vendor, product versions,
operating system, primary functionality, user interface, cost of use, and availability of free versions or plans. This
approach enables a detailed examination of the advantages and disadvantages of each solution, which can inform the
development of a strategic plan for the creation of a software product.

The following is a description of the various forms that the main functionality takes on the screen:

AWS CloudWatch - a dashboard with graphs and indicators for the visualization of resource metrics, as
well as the setting up of alarms to notify the user of critical changes in resource usage.

Datadog offers detailed and customizable dashboards for a variety of metrics and logs, as well as
integration with numerous cloud services for data collection and application status tracking.

Microsoft Azure Monito - a dashboard that provides visualization of data on the utilization of cloud
services, analytical tools for comprehensive data analysis and report generation.

A review of existing software products reveals that contemporary solutions offer flexibility in monitoring
and analytics configuration, facilitate integration with diverse cloud platforms, and support the processing of
substantial data volumes.

In the development of new software for monitoring and managing cloud resources, it is essential to
consider the experience of leading development firms. This entails the creation of intuitive, scalable and efficient
solutions that meet the high demands of modern users.

In order to establish a position within the information space of the IT market, it is essential to provide a
clear definition of the unique characteristics of the software in question (Table 1).

Table 1
Analysis of existing solutions

Characteristics AWS CloudWatch Datadog Microsoft Azure Monitor

Development company AmazonWebServices Datadog, Inc. Microsoft

Product versions Constantly updated Constantly updated Constantly updated

Operating system Cloud platform Cloud platform Cloud platform

Main functionality

Resource monitoring, alarms

Monitoring, analytics, alarms

Resource monitoring, analytics

User interface

Web-based

Web-based

Web-based

User assistance

Documentation, online support

Documentation, online support

Documentation, online support

Price of use Depends on the volume of use Depends on the plan and scope Depends on the volume of use
Availability of a free version / Basic monitoring is free of Trial period Basic monitoring is free of
plan charge charge

A review of existing software products reveals that contemporary solutions offer flexibility in
establishing monitoring and analytics, are capable of integrating with diverse cloud platforms, and are equipped to
handle substantial volumes of data.

In the development of new software for monitoring and managing cloud resources, it is essential to
consider the experience of leading development firms, with a focus on the creation of intuitive, scalable and efficient
solutions that meet the high demands of modern users.

In order to establish a position for software within the information space of the IT market, it is essential to
provide a clear definition of the unique aspects and the values that it offers to the target audience. This process of

MDKHAPOJITHUI HAVKOBHIA KYPHAJI .
«KOMIT'IOTEPHI CUCTEMU TA IH®OOPMAUIUINHI TEXHOJOTI'TI», 2024, Ne 3

61




INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

definition enables the monitoring and scalability management module for cloud applications, which is currently
under development and is based on AWS and Terraform, to identify its niche within the market:

At this stage of cloud technology development, there is an increasing demand for automation and
resource optimisation. The module being created addresses these requirements, offering efficient scaling and
monitoring of resources with high accuracy and minimal user intervention.

The module is designed to automatically scale and monitor cloud applications in real time, providing up-
to-date data on the status of resources to IT departments and system administrators. It allows for intervention only
when necessary, thereby increasing the efficiency of infrastructure management and reducing the likelihood of
errors.

The necessity for an integrated approach to monitoring and management is becoming increasingly
apparent in the context of modern cloud platforms. Inefficient resource management can result in unnecessary costs
and reduced productivity. The module under development addresses this issue by providing tools for automating and
optimising cloud operations.

These characteristics provide a robust basis for the product's successful positioning in the IT market,
rendering it an appealing option for businesses aiming to effectively manage their cloud resources.

In the context of cloud resource management, inefficient scaling and monitoring practices result in
unnecessary costs and reduced application performance.

This has a direct impact on IT departments and system administrators, as well as end users of business
applications. Insufficiently configured monitoring and auto-scaling systems can result in unstable systems and a
suboptimal user experience.

The principal consequences are increased operational costs and a diminished capacity to promptly adapt
to evolving market requirements.

The resolution of this issue through the development of an effective monitoring and scaling module can
yield substantial business advantages, including diminished expenses and enhanced reliability of the applications in
question.

Table 2
Problem solving
Element Details
Problem. Inefficient scaling and monitoring of cloud resources, which leads to cost overruns and reduced system
performance.
It touches on IT departments, system administrators, project managers, and end users of business applications.
Its consequences are Increased costs for cloud services, reduced responsiveness to changing market needs, and possible user
dissatisfaction due to lower service quality.
Successful solution Reduce operational costs, increase the efficiency of cloud resources, ensure high availability and performance of
applications, and improve user satisfaction.

The task is to clearly define what unique position the software product under development will occupy in
the IT solutions market.

This product is designed to provide companies with a powerful tool for optimising and automating cloud
management.

It's important to note that proper positioning helps potential users understand why they should choose this
product over numerous alternatives.

Below is a table detailing how this product meets the needs of the market, its key advantages and
differences from competitive solutions (Table 3).

Table 3
Position definition
Element Details
For IT departments of large and medium-sized enterprises that actively use cloud technologies.
Which is They are looking for solutions to optimise costs and improve the efficiency of cloud management.
Product name "The Scalability Monitoring and Management Module is a cloud infrastructure management tool.
Which is Allows you to automate scaling and monitoring of resources, provides detailed analytics of resource usage.
Unlike the Traditional solutions such as manual control or less flexible automated systems.
This product Includes integration with AWS and Terraform, which provides broad compatibility and deep integration with cloud
services, automating processes and significantly reducing the need for manual intervention.

In order to implement the module for monitoring and managing the scalability of a cloud application
based on AWS and Terraform, a number of main technologies and tools are employed, as outlined below in table 4.
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Table 4
Choosing the means of project implementation
Name of the product Purpose Alternative options considered Rationale for the choice
Terraform Automate  infrastructure | Ansible, Chef Terraform provides a clearer and more modular
settings syntax for describing infrastructure as code,
which is ideal for large cloud systems.
AWS EC2, AWS Auto | A framework for creating | Azure Virtual Machines, Google | AWS provides deep integration with other AWS
Scaling and scaling virtual | Compute Engine services, making it easy to deploy and scale.
machines
Bash Scripting  language for | Python, Ruby Bash has a high execution speed and is widely
automating commands and used for Linux scripting, which provides direct
processes integration with the system shell.
Prometheus and System monitoring and | Zabbix, Nagios We chose it because of its high flexibility in data
Grafana metrics visualisation collection and visualisation, as well as support
for a large number of data sources.
Docker Containerisation for | Kubernetes (for orchestration), | Docker simplifies dependency and deployment
application isolation and | LXC management, and provides fast creation and
easy deployment destruction of environments.

The table illustrates the rationale behind the selection of each technology, taking into account its
suitability for the project's objectives, the alternatives considered and the underlying decision-making process. This
demonstrates a balanced approach to the technology stack selection.

During the reporting period, the Group successfully conducted a trial of the software designed to monitor
and manage the scalability of its cloud infrastructure.

The software was subjected to rigorous testing in a meticulously crafted test environment that emulates
the operational conditions of a real-world system on the AWS platform.

The principal elements of the test environment were Amazon EC2 instances, configured to facilitate
automatic scaling and integration with Prometheus and Grafana monitoring systems for the visualisation of metrics.

The testing phase encompassed both manual and automated scenarios.

Manual testing was conducted to evaluate the Grafana user interface and its interaction with Terraform
configuration files. Automated testing was performed using scripts that simulated various loads on the system to
assess the efficacy of the automatic scaling logic.

During the testing phase, particular attention was paid to the re-integration process following amendments
to the code, thereby enabling the early detection of errors during the development stage.

This approach guaranteed the high reliability and stability of the software.

The following data were employed in the construction of the testing schedule:

The importance factor is as follows:

Vh = 3 (coefficient for a high level of importance);

Vm = 2 (coefficient for the average level of importance);

V) = 1 (coefficient for low importance).

Furthermore, a test of the recovery of the defects that were fixed was conducted to ascertain that previous
errors were not repeated and that the new changes did not result in a regression of functionality.

All testing procedures were documented in the form of test cases and results, which were subsequently
incorporated into reports (Table 5).

Table 5
Testing Schedule and Procedures for Error Detection
X - test case number Y - result * importance coefficient
1 1*3
2 1*2
3 0
4 0
5 0
6 0

During the testing phase, particular emphasis was placed on the re-integration process following
alterations to the code, thereby facilitating the early detection of errors during the development stage. This approach
guaranteed the high reliability and stability of the software product.

Based on the findings of the software tests and the subsequent analysis of the results of defect detection
and correction, the following recommendations are put forth with the intention of enhancing the quality of the
product and optimising the development process. In light of the identification of several critical defects, it is
recommended that the number of tests for the critical path be increased and that additional test scenarios be added to
ensure comprehensive coverage of all potential code paths.

The implementation of a more expansive array of automated tests will facilitate the expedient
identification of errors at the nascent stages of development, thereby reducing the financial burden associated with
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their rectification. It is recommended that the project documentation be updated and optimised, particularly with
regard to the description of test scenarios and defects. This will facilitate a more comprehensive understanding of
the issues and facilitate more effective resolution. The incorporation of static analysis tools can facilitate the
identification of errors prior to code execution, thereby enhancing the overall quality of the code. It is recommended
that regular training and seminars be organised for developers and testers with the aim of enhancing their skills and
familiarising them with the latest technologies and best practices in the industry. It is imperative that more rigorous
security guidelines are implemented and that the software in question is shown to comply with the relevant national
and international security standards. It is recommended that communication processes between developers, testers
and other stakeholders be improved in order to facilitate more efficient interaction and coordination.

It is anticipated that these recommendations will not only enhance the quality of the final product, but
also facilitate overall development productivity and ensure a higher level of user satisfaction.

Conclusions

As part of this study, a module for the monitoring and management of the scalability of a cloud
application was developed. The development process included the implementation of automatic scaling, monitoring
using Prometheus and Grafana, which ensures a high level of availability and resource efficiency. The study
encompassed a comprehensive range of activities, including requirements analysis, system design, development,
testing, and evaluation. Consequently, the system's performance, stability and capacity to scale in response to
fluctuating workloads were enhanced. The module exhibits a high degree of adaptability to changes in system
requirements and load, which is a crucial attribute for the dynamic development of business applications. The
solution assists in optimising the allocation of resources and reducing infrastructure costs.

The project has been successfully completed in accordance with the initial objectives that were set at the
outset of the research. The developed scalability monitoring and management module is fully compliant with the
requirements for effective resource management of the AWS cloud platform using Terraform, Prometheus, and
Grafana.

In particular, the following key tasks were implemented:

the process of scaling the infrastructure was automated in accordance with the prevailing system load,
thus ensuring optimal performance at minimal cost;

a monitoring system was implemented to ensure the collection, analysis and visualisation of system
metrics in real time, thereby facilitating the rapid identification and elimination of potential issues.

These measures have led to a notable enhancement in the quality and reliability of the infrastructure,
ensuring its stability and availability while guaranteeing the necessary level of data security.

The practical value of the developed module for monitoring and managing scalability for a cloud
application is evidenced by significant improvements in resource efficiency, service stability, and cost optimisation.

The automation of scaling processes enables the accurate prediction of resource requirements and their
configuration in accordance with these predictions, thereby facilitating the saving of resources and money.

The monitoring system facilitates the rapid identification and rectification of operational issues, thereby
enhancing the overall availability and reliability of the cloud application.

The integration of testing, continuous monitoring and scaling tools facilitates the streamlining of
development and support processes, thereby enhancing product quality and simplifying project support and
development processes.

The deployment of sophisticated security protocols and the continuous observation of the system's status
safeguard data and infrastructure from potential threats.

The results of the project, which focused on the development of a monitoring and scalability management
module for a cloud application based on AWS and Terraform, were subjected to rigorous testing and successfully
implemented in a test environment. This demonstrated the stability and efficiency of the solution that had been
developed. The experience gained in the implementation and operation of this solution can be leveraged for further
expansion and optimisation of cloud solutions in other projects and companies specialising in the provision of cloud
solutions.

The implementation process comprised a humber of distinct stages.

The initial phase of the project entailed integrating the monitoring and scalability management module
with the company's existing infrastructure. In view of the multiplicity of technology solutions already in use within
the company, it was imperative to adapt the module in order for it to function effectively with a variety of server and
cloud service configurations. Integration efforts were undertaken with the objective of ensuring a seamless
integration process that would not disrupt the operation of existing systems.

The second stage comprised comprehensive testing of the module in a controlled setting to ascertain
potential defects and inefficiencies. The testing phase facilitated the identification of several pivotal issues that could
potentially impact the efficacy of scaling and monitoring the system. The identified issues were then categorised and
the requisite modifications were implemented expeditiously.

The findings of this study were subjected to evaluation within a test environment at an IT company with a
specialisation in cloud technologies. The objective of the testing phase was to ascertain the functionality and
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efficiency of the developed module in a real-world context, specifically in terms of its compatibility with existing
cloud infrastructure. The testing process comprised the installation of the module on existing cloud infrastructure
systems, its integration with Prometheus and Grafana for monitoring purposes, and the execution of a series of stress
tests designed to assess scalability. As a result of this testing, a number of critical points were identified that
required further optimisation.

This practical experience facilitated an understanding of the project's actual operational capabilities and
utility, and validated its potential for further advancement and implementation in actual productive environments.

In light of the findings of the study and the issues that emerged during the course of the project's testing
phase, a number of avenues for further enhancement and the evolution of the system can be discerned.

First and foremost, it is essential to optimise the automatic scaling algorithms. The objective of
developing these algorithms should be to utilise historical monitoring data in order to predict potential changes in
system load. Such an approach will not only guarantee a high level of system readiness for changes, but will also
optimise the utilisation of resources.

Another crucial area for improvement is the accuracy of monitoring systems. The integration of
supplementary tools and the enhancement of existing monitoring systems will facilitate the acquisition of more
comprehensive data regarding the system's condition. This will facilitate the expedient identification and eradication
of potential issues. Furthermore, it is essential to enhance the system's integration capabilities. The incorporation of
support for novel cloud platforms and technologies will enhance the scope of the developed solution and facilitate
its compatibility with diverse infrastructures. Furthermore, it is imperative to accord special attention to the issue of
security. This entails the implementation of supplementary data.
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