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The paper analyzes the significance of security issues in modern web applications and emphasizes that the major threats
in this area include low awareness among employees regarding information security, weak password policies or widespread non-
compliance, deficiencies in software update management processes, use of unsafe configurations, and paradoxically, ineffective
inter-network access segmentation.

The testing methods of «white-box,» «gray-box,» and «black-box» are described. It is argued that gray-box testing
combines techniques used in black-box testing along with reverse engineering technologies and methods. The value of source code
in vulnerability discovery lies in its representation of the program’s logic in a comprehensible form for researchers. Analyzing source
codes, in addition to black-box and gray-box methods, allows for the identification of more vulnerabilities for each application.
Specifically, white-box testing on average identifies 3.5 times more medium-risk vulnerabilities compared to black-box and gray-box
methods.

Based on the identified list of most common threats to web applications and the application of an enhanced cumulative
risk methodology, a detailed analysis of threat data was conducted, and risk factors specific to each threat were identified. These
factors were determined based on available statistics. A comparison of security risk assessment methods for web applications was
conducted using an example from the banking sector. Criteria for translating indicators from quantitative to qualitative values for
the researched enterprise are provided. Recommendations are made to reduce threat levels regarding reported vulnerabilities:
reducing the automatic system logout time during inactivity; implementing multi-factor authentication on the web application, such
as password and card, or password and fingerprint; installing additional protective software (e. g., vipnet);, enabling quick
revocation of privileges, minimizing damage by swiftly identifying and stopping unauthorized actions; any changes in an employee’s
position that affect their rights should promptly reflect in their actual rights in the computer system.
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Omnexcanap PEBHIOK, Annpiit [IOCTOJIIOK

TepHOMIIBECHKNI HALIOHATBHUI TeXHIUYHM yHIBepcuTeT iMeHi IBana I[Tyiros

JOCIIIKEHHSA 3ACTOCYBAHHA AJAIITUBHUX METOAUK OINIHIOBAHHSA
PU3UKIB BE3IIEKHU /U1 BEB-TOJATKIB

[IpoaHarizoBaHo BaroMicte rpobraemu 3ab6e3reqeHHs 6e3reku Be6-4OAATKIB B CYHYaCHUX yMOBax T1a HArofIOLIEHO, IO
HavBIfIbLLMMK 3arpo3amu B LV 06NIACTi € HM3bKa OBI3HAHICTL CriiBPOBITHUKIB Y MUTAHHSX IHGOPMALIVIHOI 6e3r1eku, CliabKa rnaposibHa
no/iiTuka abo [10BCIOAHE [ HEBUKOHaHHS, HEQOJIKU B [Ipoyecax yrpas/liHHS OHOBJ/IEHHSIM [IPOrPaMHOro 3abe3reyvyeHHs,
BUKOPUCTAHHSI HEOE3MEYHUX KOH@Irypaul, i 5K Ue MOXe 34atucs apafoKCcalbHuM, HEEPEKTUBHUM MPKMEPEKEBUM
PO3MEXYBAHHSM AOCTYIIY.

AaHo onuc TecTyBaHHA MeTogamu <«Oiioro», <«Ciporo» 1a <«HYOPHOro SUMKIB». BuciosrieHa AyMKa, LYO TEeCTYBaHHS 3a
TIPUHLNITIOM <CIpOro SLUMKa» SBJISE COOOI0 KOMOIHALIIO METOAIB, IO BUKOPUCTOBYIOTLCS pU TECTYBAHHI 3a MPUHLMITIOM «YOPHOIO
[UNKE», a TAKOX TEXHONIOMV | MpmiomiB peBEDC po3pobku. LIiHHICTL BUXIAHOMO KOZy B MPOLEC MOLLYKY Bpa3/iMBOCTEH 0/ISIaE B
TOMY, YO BiH IPEACTABIISE JI0rKYy pobOTH POrpamu B 3p03yMIsioMy 4151 AOC/IAHNKAE MOAAHHI. AHa3 BUXIAHUX KOQIB, Ha A0AATOK
[0 aHazy METogamMu YOPHOro i Ciporo SmKa f[03BOJISE BUSBUTH OIbLIE BPAa3MBOCTEN /IS KOXHOMO [04atka. 30Kkpema,
TECTYBAHHSI METOJOM 6IfIOro SLUMKA B CEPEAHLOMY 3HaX0ANUTb B 3,5 pasu 6ifibiue Bpas3/mBOCTeN CEPEAHLOro CTYIEHS PUMKY B
TOPIBHSIHHI 3 METOAaMN YOPHOIO I CIporo SLYMKA.

Ha OCHOBI BUSB/IEHOIO NEPESTIKY HAIOMY/ISPHILLIMX 3arPo3 4715 BE6-404ATKIB [ 3aCTOCYBAHHS yAOCKOHAIEHOI METOAOIONI
CYKYITHOro pusnKky 6GyB MpoBEAeHUs AETalIbH aHa/li3 AaHNX 3arpo3, a Takox Oy/m BUSIBIIEHI aKkTopu pU3NKY, XapakTEDHI A/
KOXHOI i3 3arpo3. Lfi ¢pakTopm BU3HAYa/INCS HA3 OCHOBI JOCTYITHOI CTaTUCTUKA.

Ha nipuknadi niarnpuemMcTea OaHKIBCLKOI Cqhepy MPOBEAEHO IMOPIBHIHHS METOANK 3 OLIHKW pU3uKiB 6e3nekn A5 Beb-
A04aTKiB. HaBegeHo KpUTeEpIi NEPEBOAY MOKAa3HWUKIB 3 KIIbKICHUX B SIKICHI BEIMYMHN 47151 AOCTAXKYBAHOIO MiANPUEMCTBA. 3pob/IeHO
TaKi PEKOMEHAALIT A1 3HWKEHHS DIBHSI 3arpo3, LUOAO 3asB/IEHUX BPAa3/IMBOCTEN: 3MEHLIUEHHS Yacy aBTOMAaTUYHOIO BUXOAY 3
cucremu ripyu 6e3415/1bHOCTi; 6aratopakTopHa ayTeHTUDIKALIS Ha BEO-[404aTKy. Harpukias, naposs i Kapra, abo naposis i Bia6UToK
1a/IbLisl; YCTaHOBKA AOAATKOBO 3aXWUCHOIO MPOrpamMHoro 3abesneqeHHs (vipnet 1a iH.); MOX/MBICTb LBUAKOIO BIAK/IMKAHHS 11Pas,
TOOTO MIHIMI3ELIS 36UTKY 338 PaxyHOK LUBUAKOIO 35CYBaHHS Ta MPUITMHEHHS HECAHKLIOHOBaHNUX AW, GyAb-SKi 3MiHW B ro3uLlii
CriBPOGITHNKE, 14O TArHYTb 3MIHM B MO0 pasax, OBUHHI SKOMOra LWBuALIE BIAOGUBATUCS Ha WOro peasibHux ripasax B
KOMITIOTEPHIM cucTemi.,

Kmrovosi  crioBa:  iH@popmauivina 6esnexka, Web-ataka, SQL-iH'exuyii, OWASP, 6asn fgaHux, cicTeMa yripas/iiHHS
IHGOPMAELIIVIHOIO 6E3MEKOKD, 3aXVCT IHGOPMALI, PU3NK, YIIPAB/IIHHS PUSMKaMA.

Introduction
The vulnerability of web applications remains one of the most common shortcomings in information
security. Among other frequently encountered issues are low employee awareness of information security, weak
password policies or their widespread non-compliance, deficiencies in software update management processes, the
use of insecure configurations, and, paradoxically, ineffective network access segmentation. Despite the fact that
web application vulnerabilities have been repeatedly described in contemporary scientific and specialized literature,
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preventive protective mechanisms that reduce the risks of exploitation are rarely encountered [2]. Malicious actors
can harm a business or organization by exploiting a web application. Such methods of exploiting a web application
pose a serious threat to the user of the application, potentially leading to negative consequences. In some cases, web
application security vulnerabilities can be easily identified and remedied, while in others, even detecting the
existence of a security vulnerability can be challenging. The potential damage from exploiting security
vulnerabilities in a web application can vary from minor financial losses to the complete bankruptcy of a company.
To assess the security vulnerability risks of a web application for a specific organization, it is necessary to evaluate
the probabilities associated with threat sources, attack vectors, and security vulnerabilities, and then combine these
with an assessment of the technical and reputational damage to the organization [3-9].

Research Objective
The objective of this study is to explore the application of adaptive risk assessment methodologies for web
application security.

Related works
The issues of data preservation and protection in information systems are currently being addressed by a
significant number of both Ukrainian and foreign researchers, including I. R. Maltseva [3], C. Grigoriadis [13],
S. Rafique [24], V. Lakhno [19], D. Yadav [31], and S. Kumar [17].

Research Methods
The methodological foundation of this study consists of a set of methods, approaches, and techniques for
scientific analysis, including methods of induction and deduction, analysis and synthesis, the unity of historical and
logical approaches, abstraction, generalization, a systematic approach to the phenomena under study, as well as
comparative and statistical methods.

Problem Statement

Risk assessment involves determining qualitative indicators, calculating quantitative indicators, creating a
risk registry, and classifying risks according to their impact on information security. The risk assessment process
begins with the inventory of visual information and the determination of its value. Next, based on the current threat
model and existing prerequisites, the organization must identify a list of potential risks. This list is ranked by
determining the level of risk—a value traditionally derived from the comparison of potential damage and the
likelihood of its occurrence [10-14].

Indeed, a risk that is highly likely to cause 1 million UAH in damage will be given higher priority than a

risk that could potentially cause 2 million UAH in damage but with a very low probability. Following this, options
for mitigating the assessed risks are selected—for example, reducing their level by implementing appropriate
protective measures—and the budget is calculated. The core of data leakage lies in the uncontrolled transfer of
confidential information through acoustic, light, electromagnetic, radiation, and other fields, as well as material
objects.
Globally, the development of standards, technical reports, guidelines, and recommendations in the field of
information security (1S) is a continuous process; projects and versions of standards addressing various aspects of IS
are consistently published at different stages of agreement and approval. The development of regulatory documents
on IS, fully or partially dedicated to incident management, is carried out by a number of specialized international
organizations and consortia, such as the Computer Emergency Response Team (CERT), ISO, IEC, Internet
Engineering Task Force (IETF), International Telecommunication Union Telecommunication (ITU-T), Institute of
Electrical and Electronics Engineers (IEEE), OMG, SANS Institute, X/Open, among others. In Ukraine,
recommendations for web application security are described in the standard ND TZI 2.5-010-03 "Requirements for
Protecting Information on a WEB Page from Unauthorized Access" [1].

Presentation of the main material.

Currently, testing is being conducted using the white-box method (which utilizes internal system data,
including source code analysis) and is being compared with the results of black-box and gray-box testing methods
(where the analysis is conducted with privileges similar to those of a potential attacker).

White-box testing has a significant advantage—code coverage. Since the source codes are available, they can be
analyzed for potential vulnerabilities. However, one of the drawbacks of this method is its complexity, as existing
tools are not perfect and generate a large number of false positives. Therefore, the report generated by the tool must
be carefully reviewed by a competent specialist. Given the volume of code that modern programs contain, such
reports can be extremely lengthy [15-21].

During manual testing using the "black-box™ approach, the researcher navigates through application pages using a
standard internet browser, inserting special characters into input fields and request parameters, such as a single
quote, to identify scripts potentially vulnerable to SQL injection. Automated testing (fuzzing) is based on the brute-
force method, and the main drawback of this approach is compensated by its simplicity and effectiveness.
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Essentially, fuzzing involves sending a large number of random input data to the application under test and
analyzing the results of its operation.
Advantages of black-box testing include:

1) Accessibility. This method can be applied in any situation and can be useful even when the source
code of the application is available.

2) Versatility. Since the approach does not rely on specific information about a particular software
product, a tool designed, for example, to assess the security of one web server can be used for any other.

3) Simplicity. At its most basic level, fuzzing does not require any knowledge of the internal

structure of the application. However, it is clear that the most complex errors are practically impossible to detect
using this method.
This testing method also has several disadvantages:

1) Coverage. One of the most difficult questions to resolve during fuzzing is when to stop testing and
how effective it is.
2) Primitiveness. Fuzzing is not effective at detecting complex vulnerabilities, such as those that

require multiple stages to place the program in a certain state and then trigger an error. Such vulnerabilities are
usually identified through source code analysis.

Currently, there are fuzzers that generate input data that is not entirely random but is based on the

specifications of the protocols and file formats being tested. These tools can also be classified under the "gray-box"
testing methods.
Gray-box testing represents a combination of methods used in black-box testing, along with techniques and
approaches from reverse engineering. The value of the source code in the vulnerability detection process lies in its
ability to present the program's logic in a format understandable to the researcher [22-28]. The main goal of the
analysis is to determine the internal logic of the secure application. There is no tool that can retrieve the original
source code from a protected file (due to obfuscation).

However, using reverse engineering techniques, it is possible to present the program in a form that is
comprehensible, even though it is not the complete source code. This method inherits one of the advantages of
black-box testing—accessibility. Another significant advantage is code coverage. Information obtained through
reverse analysis can significantly improve the quality of the input data generated by the fuzzer. A major drawback of
this method is its complexity. Among the vulnerability detection technologies considered, this one imposes the
highest requirements on the analyst's qualifications.

Source code analysis, in addition to black-box and gray-box methods, allows for the identification of more
vulnerabilities in each application. Specifically, white-box testing, on average, detects 3.5 times more medium-risk
vulnerabilities compared to black-box and gray-box methods.

In the field of information risk assessment and management, expert methods of evaluation currently prevail. Expert
assessments usually involve estimating the probability of events occurring, as well as approximate values of damage
corresponding to these events. Based on this data, system risk is calculated.
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Fig. 1. Diagram of Incident Occurrence for a Web Application

The application of expert evaluation methods has obvious drawbacks, such as their subjectivity and
significant errors when used in analytical calculations. It is also important to note the existing quantitative methods
designed for risk assessments. These methods typically use accumulated statistics and operate with probabilities
derived from statistical calculations. A disadvantage of these methods is the need to accumulate sufficiently large
volumes of statistical data to obtain accurate risk level forecasts.

Penetration testing (pentesting) or ethical hacking is often employed, which involves identifying
vulnerabilities in information activity objects (IAOs) and conducting controlled attacks. These attacks can be
directed at individual information systems, such as a content management system (CMS), customer relationship
management (CRM) system, enterprise resource planning (ERP) system, and internet client-bank, or at the entire
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IAQ infrastructure as a whole—such as the external network perimeter (IP address and website perimeter), wireless
networks, internal or corporate networks, etc. [32].

Pentesting is essentially the simulation of a penetration process into an information environment within
controlled boundaries, or in other words, the modeling of a basic hacking process with clear results.

Conducting pentesting allows for the following:

1) Understanding the feasibility of information security threats.

2) Assessing the consequences of a targeted hacker attack.

3) Identifying vulnerabilities in the information system's protection.

4) Evaluating the effectiveness of information protection measures.

5) Assessing the effectiveness of information security management.

6) Estimating the likely skill level of an attacker needed to successfully execute an attack.
7 Providing justification for further investment in information security.

8) Developing a list of countermeasures to reduce the likelihood of successful attacks.

As a result, this approach helps obtain objective information about the level of protection of a company’s
resources and provides a realistic basis for implementing a multi-layered defense system, considering the
motivations of third parties—whether financial, political, or moral.

The risk assessment methodology from the Open Web Application Security Project (OWASP) can be
presented as the following algorithm:

1) For each threat, the prevalence rate (based on statistics) and its danger factor (technical
consequences) are determined.

2) Based on the description of threats in the Common Vulnerabilities and Exposures (CVE) database,
the complexity of detection and exploitation is assessed for each threat.

3) The criticality level of each factor is then classified on a scale from 1 (low) to 3 (high).

4) The analyzed threats are compiled into a list with numerical values for the prevalence factor [30].

The advantages of this security risk assessment methodology for web applications include the fact that it
provides generalized data on popular threats but not on specific vulnerabilities in real applications and Application
Programming Interfaces (APIs). Therefore, only the owner or manager of the application can accurately assess the
risks to a particular application. The owner alone possesses the most comprehensive knowledge necessary to
evaluate the criticality of their data, the presence of potential threats, and the system's operational and usage
principles.

The primary drawback of this security risk assessment methodology for web applications is its strong focus
on the prevalence of threats. Some common threats may have weak technical consequences and should therefore be
given lower priority during the development of security measures.

Based on the identified list of the most common threats to web applications and the application of an
enhanced methodology for cumulative risk, a detailed analysis of threat data was conducted, and risk factors specific
to each threat were identified. These factors were determined based on available statistics.

Additionally, combined methods of protecting web resources are being developed, which are based on a
heuristic approach that highlights abnormal behavior, thereby increasing the likelihood of protection compared to
signature analysis. The use of threat agent models for protecting web resources from attacks is also considered
promising, as it allows for the formalization of vulnerability detection in information systems at all stages of the
threat agent’s interaction with the web resource [31].

A Web Application Firewall (WAF) applies a set of security rules to higher-level (application-level)
protocols such as HTTP/HTTPS and FTP/FTPS. The traditional placement of a WAF in a network is in reverse
proxy mode, positioned in front of the protected web servers. The typical functions of a WAF include the following
security mechanisms: protocol validation, signature analysis, session and cookie protection, data leakage prevention,
attack detection (based on a negative model, including attacks on the application, network, web server, and
operating system), the ability to create custom security rules, and machine learning.

A firewall generally establishes a barrier between a protected internal network and an unprotected external
network. Its primary purpose is to protect the internal network or specific nodes within it from unauthorized access.
The firewall controls access to network resources using a positive control model (only traffic permitted by the rules
is allowed into the internal network, and all other traffic is blocked).

To determine which security risk analysis and assessment methodology for web applications is the best for
evaluating security risks, it is necessary to conduct a comparative analysis of the available options using various
criteria. When selecting the indicators to focus on during the comparison, all possible specifics, such as those of
credit organizations, should be considered to ensure that the developed methodology meets the information security
needs of such companies against external interference.

Let’s outline the main stages of risk assessment.

1) Identification of At-Risk Assets: In the first stage, based on survey data, technical documentation,
and automated network analysis, a list of assets located within the risk zone is compiled.
2) Threat Identification: Different approaches can be used to compile a list of threats:
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2.1) Conventional Method: In this case, experts create checklists of potential threats, from which the
most relevant to the specific system are selected.

2.2) Statistical Method: This involves analyzing the statistics of events related to the information
security of the given information system (IS) and similar systems, assessing their average frequency, and then
evaluating the risk points.

2.3) Brainstorming: Conducted by the company’s employees, this method differs from the first in that
it is done without the involvement of external experts.

3) Collection of Risk Statistics: After compiling a list of potential threats, statistics are gathered on
the occurrence of each risk: the frequency of certain situations and the level of damage caused. Based on this data,
experts assess the impact degree using the following parameters: probability of threat occurrence (High Probability,
Medium Probability, and Low Probability) and the severity of the damage (High Impact, Medium Impact, and Low
Impact).

The first step in applying the proposed risk assessment methodology is calculating interaction coefficients
for each web application development scenario. Figure 2 shows the process flow diagram for handling customer
orders for products.
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Fig. 2. Workflow diagram of the client use case

We assume that clients have established business relationships with the manufacturing enterprise, and
therefore Material Requirements Planning (MRP) is available only to these clients. Consequently, clients and
suppliers must access the system through a web interface. The workflow starts with a dark circle and ends with a
white circle. It represents both sequential actions (indicated by directed links) and parallel actions (marked by
double lines) between different components. For example, after determining the details needed for product
manufacturing, the specification sends the results to the workshop for simulating the production orders and
simultaneously places raw material orders with the respective suppliers. The workflow diagram is extended and
includes software components responsible for the functions/execution of these actions. The components are depicted
as ovals on the right side of the diagram. Arrows between the components indicate the interactions between them.
MRP has one interaction with the Master Production Schedule (MPS) but has four overall interactions (two from
MRP to the end state, one to the Customer Interface (Cl), and one to MPS), along with interactions with the Bill of
Material (BOM), Job Shop Simulator (JOB), and Supplier Interface (SI).

By transforming the relationships in Figure 2 according to the risk assessment methodology, we simplify
the B2B process by assuming that all payments between the customer and the manufacturer or between the
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manufacturer and the supplier are offline transactions. To facilitate understanding of our approach to analysis, we
present the workflow in three use cases, each of which has one scenario. The three use cases are: the client orders a
product, the manager adjusts the requirements, and the supplier confirms the material order. We assume that the
probability of each scenario occurring is 0.4, 0.2, and 0.4, respectively.

As illustrated in Figure 2, the workflow diagram for processing customer orders for products can be
characterized as follows: We assume that clients have established business relationships with the manufacturing
enterprise, and therefore MRP is available only to these clients. Consequently, clients and suppliers must access the
system through a web interface. The workflow starts with a dark circle and ends with a white circle. It represents
both sequential actions (indicated by directed links) and parallel actions (marked by double lines) between different
components. For example, after determining the details needed for product manufacturing, the specification sends
the results to the workshop for simulating the production orders and simultaneously places raw material orders with
the respective suppliers. The workflow diagram is extended and includes software components responsible for the
functions/execution of these actions. The components are depicted as ovals on the right side of the diagram. Arrows
between the components indicate the interactions between them.

The first step in applying the proposed risk assessment methodology is to calculate interaction coefficients for each
web application development scenario. As shown in Figure 2, MRP has one interaction with MPS, but overall it has
four interactions (two from MRP to the end state, one to Cl, and one to MPS).

M CI MRP MPS BOM JOB T M> ClI MRP MPS BOM JOB T M) SI  MRP BOM T
Cl 0 3/4 0 0 0 /4 M) 0 2/3 0 0 0 173 SI 0 172 12 0
(Mre [ s 0w o o 2| [mre| s o ;o o s|[Mre[ 2 0 o in]
(wes | 0 o o 1 o o [ws| o o o 1 o of[som| o o o 1]
BoM| o o o o w2 wm|[soM| o o o o in i
o [0 T 0 0 o o[ | o 1 o o o 0]

Fig. 3. Interaction metric tables for each scenario

Thus, the interaction frequency between MRP and MPS is 1/4, as shown in the MI table in Figure 3. Ml
represents the interaction frequency between components derived from the “client orders product” scenario, where T
denotes the end state of the workflow. Similarly, we can derive the M2 and M3 tables, representing interaction
levels in the manager and supplier scenarios, respectively.

Next, we construct a dependency graph of the software components. For each pair of components, we
calculate the transition rate using the corresponding interaction frequencies obtained from each scenario (MI, M2,
and M3) and the given probability of each scenario, as described in Figure 3.

In the subsequent step, we identify vulnerabilities of the hardware platforms from the specified deployment
plan by applying a scanning tool (if the necessary system host and network configurations are already operational)
or, alternatively, by performing a lookup in public vulnerability databases. Table 1 presents the sources of
vulnerabilities and their quantities in our application deployment plan. As previously described, the search for
vulnerability sources in the table is based on the software and environments required by each host to provide its
services.

Table 1
Vulnerabilities in the equipment deployment plan

Host Vulnerability Sources Count
W Apache-Chunk, PHP 4.2 2
Al Jboss, JRE 1.4.2, Windows, Tomcat-3.2.1 4
A2 Jboss, JRE 1.4.2, Windows 3
A3 Telnetd 1
D1 Oracle, TNS Listener 2
D2 Oracle, TNS Listener 2
D3 Oracle, TNS Listener 2
D4 Oracle, TNS Listener 2

Next, to determine the vulnerability coefficient ViV_iVi of component iii, we identify the hosting services required by
the component. For example, the Customer Interface (CI) requires a web server WWW for logging in and ordering products, as
well as accessing product information from the database D2D2D2 for viewing. Similar results can be derived for other
components, as shown in Table 2
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Table 2
Component Requirements and Vulnerability Coefficients
w Al A2 A3 D1 D2 D3 D4 #Vuls Vi
cl 1 1 4 0.09
Sl 1 1 1 6 0.14
MI 1 1 1 8 0.2
MRP 1 1 1 1 1 10 0.23
MPS 1 1 1 7 0.16
BOM 1 1 1 7 0.16
JOB 1 1 0.02

In the second-to-last column, the number of vulnerabilities associated with each component is indicated.
This value is calculated by summing the total number of vulnerabilities on each of the hosts required for the
component. The last column shows the vulnerability coefficients with a total coefficient equal to one, representing
the overall system vulnerability.

Figure 4a displays the final graph obtained in step 2, annotated with transition coefficients and vulnerability
coefficients (highlighted in bold), along with heuristic estimates of the project components' vulnerabilities. Here, we
assume that at the initial point S (solid circle), the system has no vulnerabilities, while at the endpoint T (white
circle), it has the overall system vulnerability coefficient (i.e., one).

a) b)
Fig. 4. a) Dependency graph of software components; b) Probability of security breach in components

Next, we determine the probability of attacks on each component (or security breaches within it) using the
approach described in the example in Figure 3b. For instance, the probability of an attack on CI (via path 5 — Cl) is
calculated as 1 x 0.4 x 0.09 = 0.036. Note that the path to Cl from MRP (via 5 — Cl — MRP — ClI) is ignored
because it results in a lower probability and is, therefore, not the worst-case scenario as desired. The probability of
an attack on MRP is calculated as the sum of the probabilities of reaching MRP from CI, MI, SI, and JOB, i.e., 0.06
+0.02 + 0.04 + 0.01 = 0.14. The summary information about the probability of security breaches in the components
is provided in the first row of Table 3.

Table 3
Risk Analysis Results
Cl S MI MRP MPS BOM JoB T
Likelihoods 0.04 0.04 0.04 0.14 0.07 0.08 0.13 0.665
Severity 0.75 0.5 0.25 0.95 0.75 0.75 0.5 0.75
Risk 0.03 0.03 0.01 0.13 0.05 0.06 0.07 0.499
%Risk 7.13 7.39 2.64 34.31 14.51 16.77 17.25

In the next stage, we assess the impact of adverse consequences in each component, categorizing the
consequences into five categories: CT (catastrophic: 0.95), CR (critical: 0.75), MG (marginal: 0.5), and MN (minor:
0.25) (1SO, 2002).

By selecting the maximum severity level obtained for each component as the severity of the component and
applying the standard quantitative assessment, we can determine the risk for each component, as shown in Table 3.
Here, MRP is identified as the component with the highest risk (34.31%), while MI has the lowest risk (2.64%). The
overall system risk is calculated by multiplying the probability of reaching the endpoint, T, by its vulnerability and
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the overall system severity. In this context, we use CR, which is the severity category for the majority of all

components.
Table 4
Component Malicious Actions Consequences
Change product order Unverified order
Cl Escalate access level Increases vulnerabilities
Change product order Incorrect billing, planning
Modify requirements Custom order implementation
MRP Adjust pricing Loss of profit
Access client information Loss of financial information
Access product information Loss of product information
Access schedule changes Incorrect plans
MPS Access product information Loss of product information
Access supplier information Loss of supplier information
Change components Incorrect product plan
BOM Escalate access to product information Increases vulnerabilities
Access supplier information Loss of product and supplier information
Change product production completion time Delays in delivery leading to loss of customers
JOB - - - >
Access product information Loss of product information
M Change product production stages Incorrect update of product information
Escalate access level Increases vulnerabilities
Sl Escalate access level Increases vulnerabilities

Vulnerability and Impact Analysis of Web Applications

The results presented in Tables 3 and 4 show that the overall security risk for the system is approximately
50%, which can be used as a baseline for comparison with alternative options. These risks provide relative
indicators that assist in making decisions about security options in different projects.

Thus, the proposed adaptive security risk assessment methodology for web applications can be used to
evaluate security risks systematically and at an early stage. The risks associated with components connected to
attacked components are determined in the same way as those that are not under attack.

Key recommendations for reducing threat levels related to identified vulnerabilities include:

1) Reducing the time for automatic system logout during inactivity;

2) Implementing multi-factor authentication for the web application, such as a combination of a
password and a card, or a password and a fingerprint;

3) Installing additional protective software (e.g., ViPNet and others);

4) Enabling quick revocation of access rights, minimizing damage by quickly identifying and
stopping unauthorized actions;

5) Ensuring that any changes in an employee's position, which entail changes in their access rights,

are reflected in their actual system rights as quickly as possible.

Conclusions

The importance of ensuring web application security in modern conditions has been analyzed, and a
description of testing methods using "white-box," "gray-box," and "black-box" techniques has been provided. It is
suggested that gray-box testing combines the methods used in black-box testing with reverse engineering
techniques.
Based on the identified list of the most common threats to web applications and the application of an improved
cumulative risk methodology, a detailed analysis of threat data was conducted, and risk factors specific to each
threat were identified. A comparison of security risk assessment methodologies for web applications was conducted
using an example from the banking sector. Criteria for translating quantitative indicators into qualitative values for
the studied enterprise were also provided.
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