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This study explores a novel facial expression-based interaction method designed to provide an accessible and hands-free
alternative for performing precision tasks. Traditional input devices, such as keyboards and mice, are often unsuitable for individuals
with limited mobility or for hands-free environments. The proposed system leverages standard computer hardware and machine
learning-based facial landmark detection to map customizable facial expressions to specific actions, making it a low-cost and
adaptable solution. This study evaluates the usability, learnability, and potential applications of this interaction method through a
task-based user study. Sixteen participants aged 19-34 completed a series of five trials, performing the same color and number-
matching task on an interactive grid. This approach allowed the evaluation of the learning curve by analyzing how participants
improved their skills and reduced task completion times with each subsequent trial. Participants also provided feedback on
challenging facial expressions to identify usability challenges. The evaluation focused on task completion time, participant-reported
challenging actions, and qualitative feedback to assess system usability, user adaptability, and potential applications. The results
indicate a clear learning curve, with participants improving task completion times over repeated trials. Feedback highlighted the
potential of this interaction method for assistive technologies, gamified facial exercises, and as a supplementary input tool, while
also identifying challenges such as facial fatigue and action complexity. The findings demonstrate the system's promise as an
accessible and adaptable alternative interaction method, with opportunities for future refinement and broader application. The
proposed interaction method demonstrates significant promise as an accessible, flexible alternative for hands-free interaction. This
research contributes to the growing field of alternative interaction methods and supports the development of inclusive and
adaptable human-computer interaction technologies.
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Cepriit 3EJIIHChKU, FOpiit BOMKO

KuiBcpkuit HamioHanbHuil yHiBepcutet iMeni Tapaca IlleB4yernka

BUKOPUCTAHHS BUPA3IB ObJINYYSI /151 BHKOHAHHA KOPUCTYBALIBKUX
JIU: PO3POBKA TA OHIHIOBAHHA METOAY B3AEMO/AII BE3
BUKOPUCTAHHA PYK

Lle JocrimKeHHs IPeACTaBsSE HOBI METO4 B33EMOAI], 3aCHOBaHMWi Ha BApa3ax ob/n4Ys, WO POIIOHYE AOCTYIIHY Ta
GE3KOHTaKTHY a/IbTEPHATUBY /151 BUKOHAHHS TOYHUX 3aBAaHb. TPagunLUiviHi MpyucTpoi BBEJEHHS], SK-OT KIaBiaTypy Ta MAULLI, YaCTO HE
17iAX08A9Tb 4715 JTHOAEN 3 OBMEXEHOI PYyXIMBICTIO 360 ¥ CEPEAOBMILYAX, A€ MOTPIOHa OGE3KOHTAKTHAa B3AEMOAIS. 3arporioHOBaHa
CUCTEMA BUKOPUCTOBYE CTAaHAAPTHE KOMITIOTEPHE 06/1afHaHHS Ta a/IropuTMu MalLMHHOMO HaBYaHHS V1 PO3IlI3HABaHHS OpIEHTUDIB
067445, L03BOJISIOYN 3ICTAB/IITU HACTPOIOBAHI BUPA3n 06/nMYYs 3i CieLU@PIdHUM 4imu, 1O pobuTs i HEAOPOror Ta rHy4kor. Y
Xo4i KOpUCTYBaLbKOIro AOCMKEHHS 16 y4acHuKiB BIKOM Big 19 A0 34 pokis maTe pasis rocriib BUKOHa/M O4HE U Te came
38BAAHHS I3 3ICTABIEHHS KO/IbOPIB | YNCET HA IHTEPAKTUBHIV CITLL. Takmi rigxig AO3BO/IMB OLIHUTYU KDHBY HaBYaHHS, aHa/l3you,
K yYacHUKu OKpaLLyBamm CBOI HaBU4YKN Ta CKOPOYYBa/IM HYac BUKOHAHHS 3aBAAHHS 3 KOXHOK HACTYIIHOK Cripoboro. Bigrykum
YHACHNKIB TaKOX AOMOMOITIN [AEHTU@IKYBATH CKAGAHICTb BIATBOPEHHS BUPA3IB 06/IMYYSs Ta IHLLI BUKITMKU 3DYYHOCTI BUKOPHUCTAHHS.
OLIiHIOBAHHS OXOI/II0BA/I0 Yac BUKOHAHHS 33BAaHb, CKIGAHICTb BIATBOPEHHS BUPA3iB 06/n4Ys], 3a3HaqyeHy yqacHukamu, 1a SKicHi
BIArYKu A1 aHa/3y 3PYYHOCT], agarnTuBHOCTI CUCTEMM Ta i’ MOTEHLIHOIO 3acTOCyBaHHS. Pe3y/ibTati JEMOHCTPYIOTE MO3UTUBHY
KpUBY HaBYaHHSI: y4aCHUKU [TOCTYIIOBO CKOPOYYBA/IM Yac BUKOHAHHS 33BAAHbL I3 KOXHOK HACTYITHOK CrpOBOI. Y4acHNKN TaKox
TAKPECTININ TTOTEHLYIA/ LIbOro METORY B3aEMOLII B KOHTEKCTI AOMOMDKHUX TEXHOJIONY, reviMighikoBaHux Bripas 4/is MA3i8 06/m44s
73 5K JOAATKOBOro IHCTPYMEHTY [0 TPAAULIMIHUX PUCTPOIB BBEAEHHS. BOAHOYAC 6yJ/10 BUSB/IEHO TaKi BUK/IMKY, SK BTOMAa MS3i8
06/myYs1 Ta CK/IGAHICTL BIATBOPEHHST OKpEMUX BUPA3IB. OTPUMAEHI PE3y/IbTaTv MIATBEDMKYIOTL [MEPCIEKTUBHICTE CUCTEMU SIK
AOCTYIHOI' 7@ aAanTuBHOI albTEPHATUBY, 3 MOXJ/IMBOCTAMU [104A/IbILOIO BAOCKOHANIEHHST Ta LUMPOKOrO CrIEKTPY 3aCTOCYBAHHS.
3a8rIporoHoBaHmi METO4 B3aEMOAN AEMOHCTPYE 3HAYHI MEPCIEKTUBH 5K AOCTYIIHE, THY4YKa a/IbTEPHaTUBE /19 B3aEMOLii 6€3
AorioMorn pyk. Lle AOCTIKEHHS € BHECKOM y 3pOCTalody rasy3b asrbTEPHATUBHUX METOLIB B3aEMOAN Ta MATPUMYE PO3BUTOK
IHKITIO3UBHUX TA aAAIMTTUBHUX TEXHO/IOMV B3aEMOAIN SIOANHU 3 KOMITIOTEDOM.

Knto4oBi crioBa: B33EMOAIS HA OCHOBI BUPA3IB 06/n4Ys], ONIEHALIENTN 06/myYys, GE3KOHTAKTHA B3AEMOLIS, B33EMOAIS
JsoanHa-kommntorep (HCI), AOCTyriHICTb, aAanTuBHI METOAM BBEAEHHS, OUIHKA 3PYyYHOCTI BUKOPUCTAHHS, LAOMOMIKHI TEXHOJIONT,
reviMighikoBarHa B3aEMOAIs, HACTPOOBAH! Aii.

Introduction

As web interfaces become increasingly complex and are used in diverse settings — ranging from home
applications to industrial environments — and by a broad audience, including people with disabilities, the demand
for innovative, hands-free, and adaptive interaction methods has grown significantly.

Motivation. Traditional input devices, such as a mouse or keyboard, often fail to accommodate users with
limited mobility or those operating in environments where hands-free interaction is necessary. Moreover, current
technologies lack the ability to provide customizable and intuitive methods for interacting with digital systems.
Facial expression-based interaction offers a promising alternative, leveraging natural gestures to enable precise,
adaptable, and accessible input.
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Objective. This study aims to develop and evaluate a facial expression-based interaction method that relies
on standard computer hardware, making it an affordable and widely accessible solution. The system is designed to
provide a practical, inclusive, and adaptable interaction method, addressing the needs of diverse users, including
those with physical limitations. The study evaluates the system's effectiveness in performing precision tasks, such as
matching specific colors and numbers, and its potential as a supplementary tool for traditional input methods.

Approach. The proposed system uses standard computer hardware and a machine learning model to detect
facial landmarks and analyze facial blendshapes [1] in real time. Customizable facial expressions are mapped to
specific actions, enabling users to perform tasks like navigation, selection, and manipulation without the need for
physical devices. The system was evaluated through a user study in which participants performed the same task
across five trials, with their performance and feedback recorded.

Metrics. To quantify and qualify the system's usability, the study measured:

1. Task completion time. To observe learning effects and assess efficiency across trials.

2. Challenging actions. Based on user feedback, specific facial expressions and combinations were
evaluated to identify those participants found difficult to perform.

3. User feedback. To capture qualitative insights into the usability, intuitiveness, and challenges of the
interaction method, as well as potential applications of the suggested interaction method.

By integrating these metrics, the study evaluates the system's learnability, usability, and potential real-
world applications.

Related Work

Facial expressions are one of the promising modalities for human-computer interaction that can offer new
ways of interacting with digital systems. During the past year, a number of studies have used facial expressions for
human-computer interaction.

The use of facial expressions for "natural interaction™ with devices like smartphones and tablets was
explored in [2]. The study presented an eBook reader use case where users could control the device using facial
expressions. Their system interprets user facial expressions and emotions to obtain user input. While this approach
demonstrated the feasibility of natural interaction using facial expressions, it was limited to basic gestures, lacked
evaluation in precision tasks, and did not adapt to diverse user needs, reducing its applicability for complex
scenarios like object manipulation. Another study discussed facial expressions and hand gestures for healthcare and
smart environment applications [3], suggesting that facial expression recognition could help physically impaired
people control devices. While the study demonstrates the applicability of facial expressions and hand gestures for
smart environment interactions, it did not specifically evaluate the system’s effectiveness for precision tasks, which
limits its application to more complex interactions. Similarly, [4] discussed using facial expression recognition and
computer vision for facial analysis in human-computer interaction, focusing on improving the interaction between
humans and machines, particularly for individuals with limited mobility. This work improves facial recognition and
analysis but focuses on evaluating expressions and predicting muscle activity, with limited attention to practical
usability or integration into real-world interaction systems.

Another study proposed a human-computer interaction system based on facial feature localization,
expression recognition, and gaze tracking [5]. The approach integrates gaze tracking but does not address the
complexity of mapping facial expressions to precise actions. A transfer learning approach for facial emotion
recognition in human-computer interaction was utilized in [6]. The authors noted that emotion recognition is useful
for many tasks, such as customer satisfaction, criminal justice, e-learning, social robots, and smart cards. However,
this study focused on recognizing affective states rather than enabling actionable user interactions, limiting its
relevance for hands-free control systems. While facial expressions might be useful, another research that studied
affective state recognition using facial expressions captured during active computer tasks suggests that facial
expressions alone might not accurately reveal user feelings during computer interaction [7].

A digital human system that uses synchronized and realistic facial expressions for friendly human-machine
interaction was developed in [8]. A parameterized 3D model for facial animations was built using blendshapes
theory to effectively generate facial expressions. The system tracks the user's facial movements and synchronizes
the expressions of the digital human. Although this system focuses on realistic facial animations, it does not address
interaction tasks that require precise control of objects. Similarly, a proof-of-concept interface that uses
electromyography (EMG) to detect facial muscle activity and control a 3D avatar was developed [9]. The user's
expressions control the avatar's facial movements, conveying emotions in a virtual environment. Blendshape
deformers on 3D objects were used to create animations, which allows for precise control of the avatar's facial
muscles. This system, while innovative, requires specialized equipment (EMG sensors), reducing its accessibility
compared to systems relying on standard hardware like webcams. Another study introduced a wearable device
called OCOsense glasses, equipped with sensors that monitor facial gestures and expressions for augmented human-
computer interaction [10]. The glasses use optomyographic (OMG) technology to recognize facial movements.
Similarly to [9], this system relies on specialized hardware, making it less accessible for general users.

Another study developed FaceSwitch, an open-source accessibility software that enhances gaze interaction
with facial gestures [11]. The system allows users to select targets with their gaze and trigger actions with facial
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gestures. However, its focus on gaze interaction and basic gesture-triggered actions does not extend to complex task
control. Other studies explored the emulation of standard computer input devices, such as a mouse and keyboard. In
[12], a vision-based system was designed for a child with a degenerative neuromuscular disease to interact with a
computer through facial expression recognition. The system uses a standard webcam and PCA for facial expression
classification and recognizes "smile™ and "kiss" expressions to activate mouse functions. While effective for basic
mouse actions, this system lacks support for advanced interaction tasks. [13] developed a system to emulate mouse
and keyboard functions using facial gestures and head movements. The system used head movement for mouse
control and eye-closing gestures for clicking. Similarly, [14] developed a face gesture-based virtual mouse using
MediaPipe. The study aimed to make computer interaction more accessible to people with disabilities. These studies
focus on basic input emulation, providing limited functionality for more complex applications.

In our previous study [15], a blendshape-based human-computer interaction method was developed and
evaluated in a preliminary usability study. Some participants reported difficulties in remembering which facial
expressions corresponded to specific actions, suggesting the use of more intuitive expressions. However, they
appreciated the benefits of the system's "hands-free" interaction. In the previous study, users were required to hold
the "Shift" key while applying actions using facial expressions to ensure reliability. This limitation reduced the
system's intuitiveness and accessibility for users with limited mobility.

Based on the aforementioned analysis, existing systems demonstrate limitations such as reliance on
specialized hardware, focus on basic input emulation, or lack of support for precise task control. These gaps
underscore the need for a system that leverages standard hardware to provide intuitive, hands-free interaction for
advanced tasks like object manipulation. In this study, we aim to address these challenges by introducing a new set
of potentially more intuitive facial expressions and eliminating the need to hold the "Shift" key, making the
interaction fully hands-free.

Methodology

In this study, we used the MediaPipe Face Landmarker [16], a machine-learning model designed to detect
and analyze facial landmarks in real time. One of the key advantages of this model is that it can operate directly in a
web browser and requires only a standard webcam for capturing and processing facial data, which makes it
accessible and practical for a variety of applications. The Face Landmarker outputs a comprehensive set of data
points, including key facial landmarks and blendshape scores, which represent specific facial expressions based on
the movements of different facial muscles.

System Design and Workflow. The proposed system implements a structured pipeline for real-time facial
expression-based interaction. This pipeline transforms raw input data into actionable system responses through a
sequence of well-defined stages, as illustrated in Fig 1. The pipeline is divided into two main stages: the Processing
Stage and the Action Execution Stage. The pipeline includes the following steps:

1. Input. Real-time video input is captured from a standard webcam, which is used for facial expression
detection.

2. Processing Stage:

e Facial Expression Detection and Scoring. MediaPipe Face Landmarker detects key facial
landmarks and computes blendshape scores.

e Threshold Filtering. Blendshape scores are filtered to identify active expressions for further
action mapping.

3. Action Execution Stage:

e Action Mapping. Recognized expressions are mapped to predefined system actions (e.g.,
navigation, selection).

e System Response and Interaction Execution. The system executes the mapped action in real
time.

4. Output. The process concludes with the execution of the mapped action, providing feedback to the user.

Selecting Facial Blendshapes for This Study. Facial blendshapes serve as the basis for defining custom
actions in this study. MediaPipe Face Landmarker's output includes a set of blendshape scores in the range [0-1],
each corresponding to a distinct facial expression or movement. In this implementation, a blendshape score is
considered active if it reaches or exceeds a threshold of 0.5. This threshold value was determined empirically
through a series of pilot tests, balancing sensitivity and accuracy to ensure that subtle facial expressions did not
unintentionally trigger actions. The model outputs 52 blendshapes, but only a subset was selected for defining
actions to maintain simplicity and reliability in the interaction system.

Prior to full implementation, the blendshape scores were evaluated in a series of tests with a separate group
of users to ensure that the selected blendshapes were easy to activate and consistently recognized across different
users. Based on these evaluations, only a subset of blendshapes was incorporated into the final design. Excluded
blendshapes involved subtle or less consistent movements that participants found challenging to replicate reliably.

To create a reliable interaction method, eye blinks and gaze directions were intentionally excluded from the
implemented actions. Since blinking occurs involuntarily, users might accidentally trigger actions if blinks were
used as an activation signal. Moreover, closing the eyes restricts users from seeing the screen, potentially disrupting
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the experience. However, the system can be configured to use a single eye closure or more complex expressions,
such as combining a single eye closure with another facial expression, like a smile. Additionally, while not
implemented in this study, gaze directions (e.g., looking left or right) could be incorporated in other use cases, such
as changing viewpoints in 3D virtual spaces.

System Workflow:
Stages of Data Transformation and Action Execution

INPUT
Real-time video feed
from webcam

r—----= - - 0 - - -0 L 5 Al
i Processing Stage Il Action Execution Stage
Il
Il
Il
Il

System Response and
Interaction Execution

Facial Expression

Detectionand Scoring —>  Threshold Filtering — 1% Action Mapping —

OUTPUT
Perform the mapped
action

Fig. 1. Stages of the proposed system workflow, starting with real-time input from the webcam, processing facial expressions, mapping
actions, and producing the final output

To formalize the definition of facial expressions used in this study, a function F(blendshape) is
introduced:
1, blendshape score = 0.5
F(blendshape) = {0, blendshape score < 0.5
The function returns true if the blendshape score is greater than or equal to 0.5, indicating that the
blendshape is active.
The selected facial expressions are summarized in Table 1, where each row contains the expression name
along with the corresponding formula.

Table 1
Facial Expressions Definition
Facial Expression Facial Blendshapes Formula
Brows Up F(browlnnerUp) A F (browOuterUpLeft) A F(browOuterUpRight)
Brows Down F(browDownlLeft) A F(browDownRight)
Smile F(mouthSmileLeft) A F(mouthSmileRight)
Smile Left F(mouthSmileLeft) A —F (mouthSmileRight)
Smile Right —F(mouthSmileLeft) A F(mouthSmileRight)
Mouth Pucker F(mouthPucker)
Jaw Open F(jawOpen)

System Overview and Evaluation Setup. The developed system for evaluation includes an interactive
grid designed to assess users' ability to match specified colors and numbers using facial expression-based
interactions. The setup is intended to test the effectiveness and usability of the interaction methods by engaging
users in a color and number-matching task.

Interactive grid. The interface consists of a grid with multiple cells, where some cells are designated as
interactable. Each interactable cell contains a color (one of four possible colors) and a number. At the top of each
interactable cell, a circular icon displays a target color and a number. This circle serves as a reference for users to
match each cell's properties according to the task requirements.

Task goal. Starting at the top-left corner of the interactive grid, users are required to navigate to each
interactable cell on the grid and match the color and number of the cell with the specified target color and number
shown in the circle. Users need to adjust each cell's color and number until both attributes align with the target.

Task completion. The task is considered complete once all interactable cells in the grid match their
respective target properties.
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Table 2 provides a facial expression formula for each custom action.

Fig. 2 contains a screenshot of the developed system's user interface. The following key elements are
numerically highlighted:

1. Video feed. Displays the user's webcam feed and the detected facial landmarks in real time.

2. Actions configuration. Contains a list of available actions and their corresponding facial expressions.

3. Interactive grid.

4. Color palette. Contains four available colors users can pick from.

5. Stopwatch. Displays the time spent since the user started completing the task. It stops once all
interactable cells are matched, displaying the completion time.

6. Reset. A button to reset the interactive grid state and start completing the task again.

Table 2
Custom Actions Definition
Custom Action Facial Expression Formula
Move Up Brows Up
Move Down Brows Down
Move Left Smile Left
Move Right Smile Right
Select Previous Color Jaw Open A Brows Up
Select Next Color Jaw Open A Brows Down
Decrease Number Mouth Pucker A Brows Down
Increase Number Mouth Pucker A Brows Up

Interaction Workflow. The action recognition workflow is illustrated in Fig. 3. The mechanics of
applying facial expression actions work similarly to "keydown" events, where users perform an action by making a
specific facial expression, and the action is triggered immediately upon detecting the expression and only once.

5)00:34.99

RESET

Fig. 2. Screenshot of the developed system user interface

To perform another action, users must return their brows or mouth to the neutral position. To keep the
diagram clean, it doesn't reflect steps when the system waits while the user's brows or mouth returns to the neutral
position.

For actions that involve two consecutive facial expressions, such as selecting colors or manipulating
numbers, the system first recognizes the initial expression (e.g., a smile for color selection), which "activates" the
selection mode. Once activated, the user can modify the selection by raising or lowering their brows to adjust the
color or number. In these cases, only the brows need to return to neutral after each selection, while the initial
expression (such as "Jaw Open" or "Mouth Pucker") can be maintained.
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Jaw Open? Mouth Pucker?
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Brows Up? Brows Down? Smile Left? Smile Right?
Brows Up? Brows Down? Brows Up? Brows Down?
Yes Yes Yes Yes
Yes Yes Yes Yes
®

Fig. 3. Facial expression actions recognition workflow

Fig. 4 illustrates all custom actions and their respective facial expressions from Table 2.

Navigation

Move Up Move Down Move Left Move Right

Color Selection Number Manipulation

Previous Color Next Color Decrease Number Increase Number

Fig. 4. Facial expressions corresponding to each supported action in the system, illustrating the mapping between expressions and their
respective functions

Evaluation Metrics and Justification. To evaluate the proposed system, a combination of quantitative and
qualitative metrics was utilized. These metrics were selected based on established methodologies in human-
computer interaction (HCI) to comprehensively assess the system's usability and effectiveness:

1. Task completion time. Task completion time was measured to evaluate the efficiency of the interaction
method. This metric is widely used in usability studies (e.g., ISO 9241-11) to assess how quickly users can complete
tasks, particularly when adapting to a new system. Observing changes in task completion time across trials also
provides insights into the system’s learnability.

2. User feedback. Qualitative feedback was collected from participants to capture subjective insights into
the system’s usability, intuitiveness, and experienced challenges. This feedback is particularly important for
identifying usability issues that may not be evident in quantitative metrics. Additionally, participants provided
suggestions for potential applications of the interaction method in various scenarios and contexts.

By using these metrics, the evaluation captures both objective performance data (e.g., efficiency and
consistency) and subjective user experience, which provides a comprehensive assessment of the system's usability
and potential for real-world applications.

Evaluation and Results
The study involved 16 participants aged between 19 and 34 years. Each participant completed a task
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involving matching cell properties on an interactive grid. The task was repeated five times (five trials), and the
completion time for each trial was recorded to analyze the learning curve.

Learning Curve Analysis. The analysis of task completion times across trials revealed important insights
into participant performance and system usability. As shown in Fig. 5, participants demonstrated a clear learning
effect, with progressively faster task completion times in subsequent trials. This trend highlights the learnability of
the system, as most participants improved with practice.

Completion Time per Participant by Trial

250

—e— Participant |

200 —e— Participant 2
—e— Participant 3

—e—Participant 4

12 —e— Participant 5

150 13 —e— Participant 6
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Fig. 5. Task completion time across five trials for all participants

However, performance fluctuations were observed in the third and fourth trials, where some participants
demonstrated slightly degraded completion times. Participant feedback attributed this to two main factors: facial
muscle fatigue, which made actions physically demanding, and overconfidence, where participants reported being
less focused after feeling they had mastered the system.

Performance variability was also evident across participants. For instance:

e Participants 4 and 10. Consistently higher completion times suggest these individuals faced
challenges adapting to the system, potentially due to individual differences in learning rates or
usability difficulties. These outliers may indicate areas for further investigation, such as refining
the system to better accommodate diverse user needs.

e Participant 16. Consistently recorded the fastest times, reflecting a strong ability to adapt quickly
to the interaction method.

By the fourth and fifth trials, many participants' completion times had stabilized or plateaued, indicating
that they had reached a level of proficiency with the system. This plateau suggests that the system enables users to
achieve consistent performance after sufficient practice. While the overall results demonstrate the system's usability
and learnability, the observed variability across participants highlights potential areas for improvement. For
example, a calibration process to personalize recognition thresholds could help address individual differences and
ensure the system is equally effective for a broader range of users.

To assess the system’s learnability, task completion times were examined across five consecutive trials. As
shown in Fig. 6(a), the average completion time decreased consistently, with error bars indicating the standard
deviation. This steady decline highlights a clear learning effect, as participants became increasingly proficient with
the interaction method. The average completion time dropped from approximately 120 seconds in the first trial to 59
seconds in the fifth, representing a 51% improvement.

To validate this observed trend, a paired t-test was conducted to compare task completion times between
the first and fifth trials. The results revealed a statistically significant decrease in completion times (t(15) =
5.99,p < 0.0001), confirming the presence of a strong learning effect.

Fig. 6(b) provides the distribution of task completion times across trials, showing the performance
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variability among participants. The data reveals a notable reduction in variability over time. This trend highlights
improved consistency in participant performance, supporting the system’s learnability.

Average Task Completion Time Distribution of Task Completion Times
Across Trials with Standard Deviation Across Trials

180 250
200

150

100 : .
S .
80
100

60
0 50 *

20
0 0

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 1 Trial 2 Trial 3 Trial 4 Trial 5

@) (b)

Fig. 6. Learning curve analysis of task completion times across trials

Average task completion time, seconds
Task completion time, seconds

Challenging Facial Expression Actions. Participants were asked to provide feedback on which facial
expressions they found challenging to perform. The number of participants who reported difficulty with each
specific action is shown in Fig. 7. To analyze these ratings, a Chi-square test was conducted, revealing a statistically
significant difference in the perceived difficulty of actions (x%(7) = 18.0,p = 0.012). This confirms that certain
actions were disproportionately challenging for participants.

The most challenging action reported by participants was "Jaw Open + Brows Down", with 9 participants
finding it difficult. This suggests that compound actions requiring the coordination of multiple expressions are more
demanding. Conversely, simpler actions such as "Brows Up", "Brows Down", and "Smile Left" were reported as
challenging by only one participant each, supporting their relative ease of execution.

"Smile Right" was reported as challenging by 3 participants, with one participant mentioning difficulty
controlling the right side of their face due to a condition they've had since childhood, which prevents them from
closing their right eye independently of their left eye. This highlights how individual physical differences can
influence the performance of specific actions, underscoring the need for flexibility in system design to accommodate
diverse users.

These results suggest that multi-step or compound actions, such as "Jaw Open + Brows Down", may
require additional optimization to enhance recognition and ease of use. Addressing challenges related to
asymmetrical facial control could further improve the system's usability and inclusivity.

User-Reported Challenging Facial Expressions

Mouth Pucker + Brows Down
Mouth Pucker + Brows Up s
Jaw Open + Brows Down -
Jaw Open + Brows Up I
Smile Right I
Smile Left
Brows Down s
Brows Up s

0 1 2 3 4 5 6 7 8 9 10

Number of users
Fig. 7. Challenging facial expressions reported by participants (number of participants per action)

Participant Feedback and Observations. Overall, participants highly valued the suggested interaction
method. They mentioned its potential usefulness in several contexts:

1. Assistive technology. As a hands-free interaction method, it may benefit people with upper limb
disabilities or limited mobility.
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2. Facial exercise tool. The system could be adapted into a gamified format for face exercises, particularly
for individuals requiring rehabilitation or physical therapy.

3. Supplementary shortcuts. Participants suggested that facial expression actions could serve as shortcuts
to complement traditional input devices, adding versatility to user interactions.

Discussion

This study demonstrated the usability and learnability of the proposed facial expression-based interaction
method, highlighting its strengths and identifying areas for improvement. Participants showed a clear learning
effect, with task completion times improving over trials, which is consistent with established usability principles that
emphasize the importance of learnability in human-computer interaction (ISO 9241-11). However, some participants
demonstrated slightly degraded performance during the third and fourth trials, which they attributed to facial muscle
fatigue or overconfidence that led to reduced focus. These findings suggest that while the system is intuitive and
easy to adopt, factors such as user fatigue and concentration must be addressed for prolonged use.

Advantages. One of the system's key advantages is its accessibility, as it relies on standard hardware, such
as a webcam, making it a low-cost solution for hands-free interactions. This aligns with the criteria for accessible
design, as it reduces the need for specialized equipment. The ability to define custom actions using facial
expressions enhances its flexibility, allowing for diverse use cases. Participants highlighted its potential applications
in assistive technologies, particularly for individuals with upper limb disabilities or limited mobility. Additionally,
some participants saw value in gamifying the system for facial exercises or using it as a supplementary shortcut tool
alongside traditional input devices. These findings underscore the versatility of the system, making it suitable for
both accessibility-focused and recreational use cases.

Disadvantages. Despite these strengths, the study revealed several challenges. Recognition accuracy varied
across participants due to differences in facial structures and movement, suggesting the need for a calibration
process to replace the fixed threshold. This finding supports existing research on the importance of personalization
in interaction systems to accommodate diverse user needs. Environmental factors, such as lighting conditions, also
influenced system performance, highlighting a need for robustness in varied settings. Participants noted that
complex, multi-step actions, such as "Jaw Open + Brows Down", were particularly difficult, while simpler actions,
like "Brows Up", were easier to perform. Prolonged use was also associated with facial muscle fatigue, a known
limitation in systems requiring continuous physical effort, which restricts the system's suitability for extended
interactions.

Future work. Future work should address these limitations by introducing a calibration process to
personalize recognition thresholds, as recommended in usability guidelines for adaptive systems. Optimization of
challenging actions and enhancements to system robustness under varying environmental conditions are necessary
to improve overall usability. Additionally, larger-scale studies are needed to validate the system across more diverse
user groups and explore its long-term effectiveness. Participants’ feedback suggests opportunities for further
innovation, including integration into gamified tools or assistive technologies for broader accessibility.

Conclusion

This study explored the potential of a facial expression-based interaction method as a hands-free alternative
for performing precision tasks. By leveraging standard hardware, such as a webcam, the system offers a low-cost,
accessible solution for diverse use cases, including assistive technology and supplementary input methods.

The evaluation demonstrated significant learning progress, with participants reducing task completion
times by an average of 51% between the first and fifth trials (¢t(15) = 5.99,p < 0.0001). Participants also
highlighted the system's ease of use, with simpler actions, such as "Brows Up" and "Smile Left", identified as easy
to perform, while complex multi-step actions, such as "Jaw Open + Brows Down", were reported as more
challenging (x*(7) = 18.0,p = 0.012). These results confirm the system’s usability and learnability, while also
identifying areas for improvement.

Feedback from participants underscored the system's value, particularly its potential to benefit individuals
with upper limb disabilities or limited mobility, as well as its application in gamified tools for facial exercises.
However, the study revealed several limitations:

e  Variability in recognition accuracy due to differences in users’ facial structures and movements.

e Fatigue during prolonged use, which may limit its effectiveness for extended interactions.

e Challenges with complex multi-step actions, such as compound movements, highlighting the need
for improved design and usability optimization.

e Environmental factors, such as lighting conditions, affecting system reliability.

These findings emphasize the need for further refinement. Future work will focus on introducing
calibration processes to personalize thresholds, optimizing challenging actions, and enhancing system robustness
under varied conditions. Larger-scale studies involving diverse user groups are needed to validate the system’s
applicability and long-term effectiveness in various contexts.

In conclusion, the proposed interaction method demonstrates significant promise as an accessible, flexible
alternative for hands-free interaction. This research contributes to the growing field of alternative interaction
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methods and supports the development of inclusive and adaptable human-computer interaction technologies.
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