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METHODS FOR ANALYZING SOCIO-ECONOMIC DATA OF TERRITORIAL 

COMMUNITIES FOR ADAPTIVE RESOURCE MANAGEMENT 
 
The socio-economic development of territorial communities in modern conditions requires adaptive approaches to 

resource management based on the intelligent analysis of large volumes of data of various types. Effective decision-making 
depends on the ability to integrate structured, semi-structured, and unstructured data, enabling the prediction of dynamic 
processes, identification of cluster groups of objects, and evaluation of key development indicators. The proposed information 
technology integrates modern methods of machine learning, natural language processing, and computer vision for socio-economic 
data analysis, ensuring accuracy, speed, and flexibility in decision-making. 

Based on the proposed approach, methods for cluster analysis, forecasting, and hybrid analysis have been improved, 
allowing consideration of the specifics of territorial communities and adaptation to crisis conditions. The obtained results lay the 
foundation for creating an innovative decision-support system that promotes sustainable community development, efficient resource 
management, and improved quality of life for the population. 

Keywords: socio-economic data, territorial communities, adaptive management, cluster analysis, forecasting, hybrid 
analysis, intelligent technologies. 
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МЕТОДИ АНАЛІЗУ СОЦІАЛЬНО-ЕКОНОМІЧНИХ ДАНИХ ТЕРИТОРІАЛЬНИХ 

ГРОМАД ДЛЯ АДАПТИВНОГО УПРАВЛІННЯ РЕСУРСАМИ 
 
Соціально-економічний розвиток територіальних громад у сучасних умовах вимагає адаптивних підходів до управління 

ресурсами, які базуються на інтелектуальному аналізі великих обсягів даних різної природи. Ефективне прийняття управлінських 

рішень залежить від здатності інтегрувати структуровані, напівструктуровані та неструктуровані дані, що дозволяє прогнозувати 
динамічні процеси, ідентифікувати кластерні групи об’єктів та оцінювати ключові показники розвитку. Запропонована інформаційна 

технологія інтегрує сучасні методи машинного навчання, обробки природної мови та комп’ютерного бачення для аналізу соціально-

економічних даних, забезпечуючи точність, швидкість та гнучкість прийняття рішень. 
На основі запропонованого підходу удосконалено методи кластерного аналізу, прогнозування та гібридного аналізу, які 

дозволяють враховувати специфіку територіальних громад та адаптуватися до кризових умов. Отримані результати формують 

основу для створення інноваційної системи підтримки прийняття рішень, яка сприяє стійкому розвитку громад, ефективному 
управлінню ресурсами та підвищенню якості життя населення. 

Ключові слова: соціально-економічні дані, територіальні громади, адаптивне управління, кластерний аналіз, прогнозування, 

гібридний аналіз, інтелектуальні технології. 

 

Introduction 

Modern territorial communities (TCs) face numerous challenges associated with the rapid dynamics of 

socio-economic processes, particularly in crisis situations such as pandemics or wars. Effective resource 

management, community resilience, and adaptation to change depend on the ability to analyze large volumes of 

diverse data: structured, unstructured, and semi-structured. In this context, developing information technologies that 

enable the integration of data from various sources, facilitate their analysis, and support informed managerial 

decision-making is of paramount importance. 

One of the primary directions for addressing this challenge is the creation of a generalized principle for 

synthesizing an information technology framework for intelligent analysis of socio-economic data in TCs. This 

principle is founded on the formalization of interconnections between the key infrastructure objects within 

communities, the data types that characterize them, and the methods of intelligent analysis. The integration of these 

components ensures adaptability and flexibility in the technology, which are critical for fostering the sustainable 

development of communities. 

The proposed information technology has several key features. First, it accounts for the heterogeneity of 

data, which may be presented in the form of statistical tables, textual documents, images, or other formats. Second, 

it leverages adaptive analysis methods, such as machine learning, natural language processing, and computer vision, 

to ensure the accuracy and relevance of information processing. Third, the technology aims to establish a decision-

support system that formalizes the processes of modeling, analyzing, and forecasting socio-economic processes 

within TCs. 

Thus, the developed generalized principle for synthesizing an information technology framework for the 

intelligent analysis of socio-economic data in territorial communities forms the foundation for innovative 

approaches to managing socio-economic development. It facilitates data structuring, integration of heterogeneous 

information, and application of adaptive methods to address managerial tasks. 

In this regard, the scientific novelty of this article is as follows: 

1. The method of cluster analysis of socio-economic data has been improved, which, unlike the known 
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approaches, ensures the identification of groups of objects with similar characteristics, which has allowed to 

increase the accuracy of resource allocation for the implementation of management decisions. 

2. The method of forecasting socio-economic data has been improved, which, unlike the known 

approaches, provides highly accurate forecasting of dynamic processes by integrating structured, unstructured and 

semi-structured data using adaptive methods of intellectual analysis, which has increased the accuracy of forecasting 

for the implementation of management decisions. 

3. The method of hybrid analysis of socio-economic data has been improved, which, unlike the known 

approaches, ensures the consideration of quantitative and qualitative indicators through the integration of 

heterogeneous data and a multi-level approach to analysis, which has increased the flexibility and adaptability of the 

decision-making process for the implementation of management decisions. 

 

Method of Cluster Analysis of Socio-Economic Data in Territorial Communities 

Based on the proposed generalized principle for synthesizing an information technology framework for the 

intelligent analysis of socio-economic data in territorial communities (TCs) and the described objectives, a method 

for cluster analysis of socio-economic data in TCs has been developed to support effective decision-making. The 

proposed method focuses on identifying groups of objects with similar characteristics to improve resource 

management and support socio-economic stability. 

Let the set of infrastructure objects in TCs be denoted as: 

 

𝐼 = {𝐼1 , 𝐼2, 𝐼3, 𝐼4}      1 

where:: 

𝐼1 — business infrastructure, including enterprises and IT companies; 

𝐼2 — social infrastructure responsible for analyzing consumer needs; 

𝐼3 — logistics infrastructure that ensures supply and resource management; 

𝐼4 — information infrastructure, including sources of data on population sentiment and media content. 

The socio-economic data used in the analysis are heterogeneous in nature and formalized as a set of data 

types: 

𝐷 = {𝐷1 , 𝐷2, 𝐷3}      2 

where: 

𝐷1 — structured data, such as financial reports and demographic indicators; 

𝐷2 — unstructured data, including text documents, social media, and videos; 

𝐷3 — semi-structured data in JSON and XML formats obtained via APIs. 

To perform cluster analysis, a set of intelligent analysis methods is utilized: 

 

𝐴 = {𝑘 − 𝑚𝑒𝑎𝑛𝑠, 𝐷𝐵𝑆𝐶𝐴𝑁, 𝐺𝑀𝑀, 𝑃𝐶𝐴}    3 

 

where each method 𝐴_𝑘 has its application depending on the data characteristics: 

⎯ k-means — a clustering method that divides data into k groups by minimizing the sum of squared 

distances between each point and its cluster center. It is used to identify similar groups in the data. 

⎯ DBSCAN (Density-Based Spatial Clustering of Applications with Noise) — a clustering method 

based on data density. It detects clusters of arbitrary shapes and isolates noise (outliers). 

⎯ GMM (Gaussian Mixture Model) — a clustering method using Gaussian distribution models to 

represent clusters. It is suitable for identifying groups in data with overlapping clusters. 

⎯ PCA (Principal Component Analysis) — a dimensionality reduction method that preserves as 

much information as possible by projecting data onto new coordinates that maximize variance. It is used for 

visualization and data preparation before clustering. 

The data integration process, a key stage, is formalized as: 

 

𝐷інтегровані = 𝐷1 ⊕ 𝐷2 ⊕ 𝐷3     4 

 

where the operator ⊕ performs the merging of data from various sources to form a unified database. 

Each cluster analysis task is formulated as a triplet: 

 

𝑍𝑙 =  (𝐼𝑗 , 𝐷𝑖 , 𝐴𝑘)      5 

 

where 𝐼𝑗 ∈ 𝐼, 𝐷𝑖 ∈ 𝐷, 𝐴𝑘 ∈ 𝐴. The task involves selecting an infrastructure object, a data type, and an 

appropriate clustering method. 

The solution derived from the analysis is denoted as: 

 

𝑅𝑝 = 𝑔(𝑍𝑙)      6 
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where 𝑔(𝑍𝑙) is a function that determines the optimal managerial decision, for example: 

⎯ Selection of social groups for targeted resource allocation; 

⎯ Identification of enterprise clusters with high investment potential; 

⎯ Development of logistics plans to meet community needs. 

Based on the cluster analysis method for socio-economic data in TCs, methods for forming a consumer 

basket and identifying alternative suppliers have been developed, as implemented in [1] and [2]. 

 

Intelligent Method for Forming a Consumer Basket 

The method for forming a consumer basket is based on the analysis of socio-economic data and the 

clustering of consumers, enabling consideration of the needs of various social groups and adaptation to crisis 

conditions. Unlike existing approaches [3, 4], the method ensures the rapid adaptation of the set of goods and 

determination of the minimum cost of living. The main implementation stages of the method include: 

1. Data Collection and Preprocessing. Accumulation of information on purchases, demographic data 

of consumers, and transaction records. Normalization is performed to ensure comparability of features. 

2. Data Clustering. Application of clustering methods (e.g., K-means) to group consumers based on 

behavioral and demographic features. 

3. Cluster Analysis. Description of cluster characteristics, including average expenditures, purchase 

frequency, and the variety of acquired goods. 

4. Consumer Basket Formation. Determination of a typical set of goods for each cluster based on the 

probability of product purchases and expected expenditures. 

5. Recommendations for Basket Optimization. Development of suggestions for improving the 

structure of the consumer basket according to the needs of each cluster. 

6. Visualization and Implementation of Results. Creation of graphs and tables for the visual 

presentation of the obtained data and recommendations. 

The developed method enables the formation of consumer baskets that align with the current needs of 

various social groups. 

 

Intelligent Method for Finding Alternative Suppliers 

The method for finding alternative suppliers relies on the analysis of socio-economic data and clustering of 

potential partners. Compared to existing approaches [5, 6], this method evaluates suppliers based on critical 

parameters such as price, quality, and reputation, which is particularly significant in crisis conditions. The main 

stages of the method's implementation include: 

1. Data Collection and Preparation. Accumulation of data on suppliers, including key parameters 

(price, quality, production capacity), and normalization of values to ensure comparability. 

2. Data Clustering. Application of clustering methods (e.g., K-means, DBSCAN) to identify groups 

of suppliers with similar characteristics. 

3. Selection of the Primary Cluster. Evaluation of clusters based on business criteria and selection of 

the optimal cluster for further analysis. 

4. Analysis of the Primary Cluster.Detailed analysis of the internal structure of the selected cluster 

through repeated clustering to identify subgroups of suppliers. 

5. Supplier Ranking.Evaluation of suppliers within the primary cluster using weighted coefficients 

that consider the importance of each parameter. 

6. Selection of the Best Supplier. Identification of the supplier that best meets the specified criteria 

using ratings and parameter analysis. 

7. Visualization and Presentation of Results. Creation of graphs and tables to represent cluster 

characteristics and perform a comparative analysis of suppliers. 

The developed method enables the identification of reliable suppliers, ensuring the resilience of supply 

chains under crisis conditions. 

 

Method for Forecasting Socio-Economic Data of Territorial Communities 

The forecasting method for socio-economic data in TCs is based on the generalized principle of 

synthesizing information technology and aims to generate accurate forecasts for strategic resource management. 

Unlike the cluster analysis method, this approach utilizes adaptive models to work with time series and structured 

data, enabling the consideration of socio-economic process dynamics. 

Forecasting employs a set of intelligent analysis methods (𝐴), including LSTM, ARIMA, and XGBoost. 

These methods facilitate modeling and forecasting dependencies in structured (𝐷_1), semi-structured (𝐷_3), and 

unstructured (𝐷_2) data, which are pre-integrated into a unified database using the operator ⊕ (4). 

Forecasting tasks are formalized as triplets: 

 

𝑍𝑙 = (𝐼𝑗 , 𝐷𝑖 , 𝐴𝑘)       (5),  
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where 𝐼𝑗 represents an infrastructure object, 𝐷𝑖  is the data type, and 𝐴𝑘 is the respective forecasting method. 

Forecast results serve as the foundation for managerial decisions (𝑅𝑝), described by the function 𝑔(𝑍𝑙) (6). 

Based on the forecasting method for socio-economic data in TCs, methods for predicting product demand 

and selecting optimal locations for business startups in TCs have been developed, as implemented in [7] and [8].. 

 

Intelligent Method for Predicting Product Demand 

This method for predicting product demand is designed using modern machine learning technologies to 

ensure adaptability and accuracy in forecasting. The main implementation stages include: 

1. Data Collection.Gathering information from customer reviews, retail point-of-sale data, and 

historical time series. 

2. Data Preprocessing. Integration and normalization of data into a structured format for analysis; 

anomaly detection and removal, and transformation using scaling methods. 

3. Data Splitting. Creating training and test datasets to ensure the objectivity of model evaluations. 

4. Model Selection. Evaluating machine learning models, including ensemble methods and 

specialized algorithms for time series; selecting the best-performing model based on accuracy metrics (e.g., RMSE, 

MAE). 

5. Model Training. Training the selected model on the training data and forecasting key parameters. 

6. Result Integration. Combining individual forecasts to form the final product demand prediction. 

7. Visualization. Presenting forecasts with error intervals in the form of graphs and charts to support 

decision-making. 

The developed method has been tested in experimental studies, confirming its effectiveness under crisis 

conditions to support strategic planning in territorial communities. 

Intelligent Method for Selecting Business Startup Locations in TCs 

This method is based on the analysis of geographic, market, and demographic data using machine learning 

algorithms. The main implementation stages include: 

1. Data Collection. Accumulating data from surveillance cameras, geolocation services, and mobile 

applications. 

2. Data Preprocessing. Analyzing images to determine gender and age, cleaning data, and clustering 

it using machine learning algorithms. 

3. Data Analysis. Using algorithms to identify key trends and factors influencing business success in 

various locations. 

4. Modeling and Forecasting. Building regression models to forecast sales volumes and assess the 

competitiveness of each location. 

5. Location Selection. Calculating the optimal location based on forecasted profits, competition 

levels, and operational costs. 

The developed method enables TCs to effectively plan their economic infrastructure, ensuring a high 

probability of success for new business projects. Experimental results have validated the practical value and 

effectiveness of this method. 

 

Hybrid Method for Analyzing Socio-Economic Data of TCs 

The hybrid method combines classification, clustering, and forecasting to provide a comprehensive 

approach to solving managerial tasks. Its key distinction from the cluster analysis method is a multi-level structure 

that involves preliminary grouping at the first level (𝐴І) and detailed forecasting or classification at the second level 

(𝐴ІІ). 

At the first level (𝐴І), clustering methods such as k-means and DBSCAN can be applied, similar to the 

cluster analysis method. After initial grouping, the data are passed to the second level (𝐴ІІ), where forecasting 

methods such as LSTM, ARIMA, and XGBoost are employed to analyze dynamic processes within clusters. 

Tasks for hybrid analysis are formulated as triplets (𝐼𝑗 , 𝐷𝑖 , 𝐴𝑘)   (4), where 𝐴𝑘 ∈ 𝐴І∪𝐴ІІ, reflecting 

combined classification and forecasting methods distinct from clustering approaches. Analysis results are expressed 

as managerial decisions 𝑅𝑝 =  𝑔(𝑍𝑙) (6), including classification of regions by economic stability, forecasting 

community needs for key resources, and identifying clusters with high investment potential. 

The hybrid method combines classification, clustering, and forecasting, offering a comprehensive approach 

to analysis and decision-making. The multi-level approach effectively handles heterogeneous data, considers 

dynamic changes, and formulates strategic solutions aimed at socio-economic development, distinguishing it 

significantly from standalone clustering or forecasting methods. 

Based on this method, approaches for classifying the level of man-made disasters and forecasting 

community waste volumes have been developed and implemented in [9] and [10], respectively. 

Intelligent Method for Classifying the Level of Man-Made Disasters 

This method leverages hybrid analysis of textual and quantitative data to ensure rapid and accurate 

identification of risks in a region. Despite significant progress in developing tools for analyzing and automating 
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responses to man-made disasters, decision-making in this field remains complex [11, 12]. Key implementation 

stages include: 

1. Data Collection. Accumulation of textual descriptions of accidents and quantitative characteristics 

of man-made events (e.g., location, time, impact intensity), marked by hazard levels. 

2. Data Preprocessing: 

⎯ Textual Data: Normalization, lemmatization, tokenization, and removal of stop words to prepare 

texts. Text vectorization is performed using TF-IDF or word embeddings. 

⎯ Quantitative Data: Normalization of numerical characteristics, anomaly detection, handling 

missing values, and scaling for compatibility with classification models. 

3. Training and Test Data Formation. Splitting data into training (80%) and test (20%) sets. The 

SMOTE method is used for balancing classes in textual and quantitative data. 

4. Model Training: 

⎯ Textual Data: Ensemble methods (AdaBoost, XGBoost, CatBoost) model dependencies between 

text features and risk classes. 

⎯ Quantitative Data: Models based on decision trees and boosting approaches classify risks using 

numerical characteristics. 

⎯ Model Integration: A hybrid model combines predictions from textual and quantitative classifiers 

through a weighted ensemble mechanism for improved accuracy. 

5. Evaluation of Modeling Results. Results are assessed using metrics such as Accuracy, Recall, and 

F1-Score for individual textual and quantitative models and the hybrid approach. 

6. Visualization of Results. Graphs, such as ROC curves, are used to analyze classification accuracy 

and compare the performance of individual and combined models. 

7. Risk Classification. Applying the hybrid model to test datasets to determine disaster levels and 

evaluate potential consequences. 

The developed method ensures effective and rapid hazard level determination, enabling strategic decisions 

to prevent man-made disasters. 

Intelligent Method for Forecasting Community Waste Volumes 

This method integrates data on types and locations of waste generation using clustering and machine 

learning models. Compared to existing approaches [13, 14, 15, 16], it offers more accurate forecasting and efficient 

waste management. Key implementation stages include: 

1. Waste Classification. Classification of waste by composition, quantity, and size using machine 

learning methods (logistic regression, decision trees). 

2. Clustering of Waste Generation Locations. Grouping waste generation sites into clusters using 

algorithms such as K-means, DBSCAN, and Spectral Clustering. 

3. Model Development for Forecasting. Application of ARIMA, XGBoost, and DNN models to 

forecast waste volumes in each cluster. 

4. Result Evaluation. Using MAE and MSE metrics to select the best forecasting model for each 

cluster. 

5. Forecasting Based on the Best Model. Generating forecasts for future periods for each cluster, 

considering the unique features of waste generation sites. 

6. Forecast Visualization. Presenting results as graphs for assessing forecast accuracy and supporting 

managerial decisions. 

The proposed method optimizes waste management, improving environmental conditions in communities. 

 

Conclusions 

As part of the study, methods for analyzing and forecasting socio-economic data were improved, 

significantly enhancing the accuracy, speed, and efficiency of managerial decision-making. Specifically: 

1. The method of cluster analysis of socio-economic data was improved, enabling the identification 

of groups of objects with similar characteristics. 

2. The method of forecasting socio-economic data was enhanced by integrating various data types 

and employing adaptive methods of intelligent analysis. 

3. The method of hybrid analysis of socio-economic data was refined to incorporate both quantitative 

and qualitative indicators through the integration of heterogeneous data and a multi-level analytical approach. 
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