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METHOD OF FPV DRONE STABILIZATION ON AN AUTOMATICALLY
DETERMINED TARGET AND ITS FURTHER OBSERVATION

In recent years, the use of FPV (First Person View) drones has gained significant traction across various fields, including
recreational activities, infrastructure inspections, search-and-rescue missions, and military operations. The paper considers the
problem of the lack of stabilization in FPV drones, which significantly limits their functionality for applications that require precise
tracking of a specific target. Such drones, although characterized by high maneuverability and affordable cost, are inferior to
commercial quadcopters such as the DJI Mavic, which are equipped with effective stabilization systems, but are significantly more
expensive due to the use of proprietary technologies. The paper proposes a new approach to stabilizing FPV drones, based on the
use of computer vision algorithms for automatic target detection and tracking. The main concept includes target detection based on
image analysis from the drone camera, further determination of its trajectory and transmission of appropriate control commands to
the flight controller using the MAVLink protocol. This approach allows to significantly increase the accuracy and stability of FPV
drones when performing tasks that require focusing on an object, such as infrastructure inspection, search and rescue operations,
or video shooting. The proposed solution is based on accessible and open technologies, which ensures its adaptability and low
implementation cost. The paper describes in detail the developed system architecture, which includes a computer vision module for
video stream analysis, algorithms for data processing and filtering, as well as integration mechanisms with existing flight controllers.
A series of experiments were conducted to evaluate the effectiveness of the proposed approach. The results demonstrate that the
proposed system is able to ensure stable drone tracking on a specified target even in difficult flight conditions.
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METO/I CTABLJII3AIIIL FPV-IPOHY 3A ABTOMATHYHO BU3HAYEHOIO
OIJIJIIO TA TIOJAJIBIIE II CITIOCTEPEXXKEHHS

OcTarHIMu poKamu BUKOPUCTEHHS FPV- APOHIB HabyJs10 3HaYHOIO MOLIMPEHHS B PDI3HNX CREDAX, BKITHOYAIOYH PEKPEALIIHY
JISUIbHICTB,  IHCIEKLIO  IHPPACTDYKTYpH, [1OLLYKOBO-PATYBa/IbHI MICi Ta BilicekoBi orepauli. Y CTartTi po3r/isHyToO npobrnemy
BIACYTHOCTI cTabinizayii y FPV-4pOHax, 1O 3Ha4HO OOMEXYE iX QyHKUIOHAIbHI MOXJ/IMBOCTI AJ1S 3aCTOCYBaHb, SIKI MOTPEGYrOTh
TOYHOIO CIIOCTEPEXEHHS 3@ BU3HAYEHOK L0, Taki APOHM, Xo4a Wi XaPaKTEPU3YIOTLCS BUCOKOK MAaHEBPOBICTIO Ta AOCTYITHOKO
BapTiCTIo, NOCTYNAOTLCH KOMEDPLIVIHUM KBagpokonTepam Twurly DJI Mavic, SKi OCHaLLEH] eQOeKTUBHUMMN CUCTEMaMM CTablizalil, ane €
CYTTEBO [OPOXYNMU YEPE3 BUKOPUCTAHHS ITPONPIETAPHNX TEXHOIOMNW, ¥ PoBOTI 3arporoHOBaHo HOBMU MiAxig A0 CcTabinizauii FPV-
APOHIB, 1O 6a3yeETbCS HA BUKOPUCTAHHI a/IrOPUTMIB KOMITIOTEPHOIO 30py A/15 aBTOMATUYHOIO BU3HAYEHHS Ta BIACTEXEHHS LT,
OCHOBHAa KOHLIENLISI BK/IIOHYAE BUSIBIIEHHS Li/Ti HA OCHOBI aHarizy 306paxxeHp 3 KaMePH APOHE, MOAE/IbLIE BUSHAYEHHS i TPAEKTOPII
78 rEpeqaBaHHs BIANOBIAHNX KOMAHA YIIPas/iiHHS [10/IbOTHOMY KOHTPOJIEDY 3a A0roMorowo rpotokosny MAVLink. Led nigxig
AO3BOJISIE 3HAYHO IMABULUNTYU TOYHICTb | CTAOIILHICTL 10/1b0TYy FPV-4POHIB ripy BUKOHaHHI 33BAAHb, LU0 MOTPEGYIOTL QOKYCYyBaHHS
Ha OGeKT, Takux 5K IHCIIEKLIS [HGPACTDYKTYDH, [OLYKOBO-PATYBA/IbHI ONEpalii Yu 3MOMKa BIAEOMATEDIA/IB. 3arpornoHOBaHe
DiLlIEHHS] 6A3YETLCA HA AOCTYITHUX | BIAKDUTUX TEXHOJIOMSAX, 1O 3a6E3MEYYE HOro afanTuBHICTb | HU3bKY BaPTICTb BIIPOBAMIKEHHS. Y
PO6OTI AETA/ILHO OMUCAHO PO3POBIIEHY aPXITEKTYPY CUCTEMU, SIKA BKITOYAE MOAY/Tb KOMITIOTEPHOIO 30py A/IS aHasli3y BIAEONOTOKY,
anropuTMu U151 06po6Ku Ta QinbTpaLii AaHnx, a TaKoX MexaHi3mu IHTerpadii 3 iCHyroYnmMu rosIbOTHUMU KOHTPpoIepamu. [lpoBeseHo
CEPII0 EKCIIEPUMEHTIB /151 OLIIHKM Ee@MEKTUBHOCTI 3arpOrOHOBAHOro 1iaxody. Pe3y/ibtatv AEMOHCTPYIOTb, O 3arporioHOBaHa
CUCTEMA 34aTHA 3a6E3MCYNTH CTIVIKE YTPUMAHHS APOHA Ha BUSHAYEHIV LTI HABITL ¥ CKIBAHNX YMOBAX 10/1b0TY.

Ktoyosi cnoBa. crabinizauis, FPV-4poH, MAVLInk, aBToMatnyHe BU3HaYEHHS L.

Introduction

In recent years, the use of FPV (First Person View) drones has gained significant traction across various
fields, including recreational activities, infrastructure inspections, search-and-rescue missions, and military
operations. However, despite their versatility and affordability, FPV drones face critical limitations in scenarios
where GPS-based stabilization is not feasible. This is particularly evident in combat zones, where GPS signals are
either unavailable or intentionally avoided due to security concerns [1].

Traditional stabilization methods relying on geographic coordinates for fixed positioning are rendered
impractical in such environments. To address this challenge, this study introduces a novel approach to FPV drone
stabilization based on image processing techniques. Leveraging an onboard camera and microcomputer, the system
processes captured frames in real-time, comparing the current image to the previous one to compute the necessary
adjustments in pitch, roll, and yaw. This enables the drone to maintain a consistent focus on a target or position
without the need for external localization.

Furthermore, the proposed approach enhances the drone’s resilience against electronic warfare (EW)
tactics, a prevalent threat in modern combat scenarios [2]. Adversaries often deploy EW measures to disrupt the
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communication link between the pilot’s controller and the drone’s receiver by jamming operational frequencies.
This disruption results in a loss of control, rendering the drone vulnerable to capture or destruction. The system’s
autonomous stabilization capability mitigates such vulnerabilities, allowing the drone to maintain functionality even
in the absence of direct operator input.

The integration of image processing for stabilization represents a cost-effective and adaptable solution to
the limitations of FPV drones. By eliminating dependence on GPS and providing robustness against EW threats, this
approach significantly enhances the operational reliability and versatility of FPV drones. This paper presents the
technical details of the proposed system, its implementation, and the results of experimental evaluations,
demonstrating its potential to revolutionize FPV drone applications in high-risk and GPS-denied environments.

Domain analysis

In the course of the study, we analyzed recent Ukrainian and foreign publications in the domain of drones’
stabilization and target determination.

The research [3] focuses on the designing aspects of a first-person view (FPV) Drone. An FPV drone is an
unmanned aerial vehicle (UAV) that transmits Hawkeye's view to the ground control station. The work [4] presents
the framework that can achieve up to 99% in detection accuracy over an encrypted WiFi channel using only 170
packets originated from the drone within 820ms time period. The proposed framework is able to identify drone
transmissions even among very similar WiFi transmissions (such as video streams originated from security cameras)
as well as in noisy scenarios with background traffic. The main objective of [5] is to make the UAV completely
autonomous, with the transmitter on standby. By entering the flight plan into the Ground Control System, the UAV
will complete the assigned mission autonomously and will be guided by an operational flight plan wherein active
waypoints are plotted in the GCS. The GCS can be linked to the Telemetry and the Global Positioning System to
have a complete knowledge of the UAV location. The use of drones, or unmanned aerial vehicles (UAVS), in
military operations is rapidly expanding. However, controlling these drones has become an increasingly complex
task for developers. Gesture recognition is one of the innovative methods being explored for drone control. In [6],
the movement of the pilot's head, detected using a gyroscope, is utilized to adjust the angle of an onboard FPV (First
Person View) camera. The MPU 6050 sensor captures displacement values across three axes and transmits them to a
processor, which interprets these values. After processing and comparison, the data is used to generate output
commands. These commands are executed by a servomotor, which drives mechanical adjustments based on the
MPU sensor’s input. The entire system can be wirelessly linked through an RC (Radio Controller) transmitter and
receiver. This motion-controlled setup has versatile applications, such as FPV-enabled drone surveillance, military
operations, search-and-rescue missions, and more. In [8] a VTOL (Vertical Take Off and Landing) RPV (Remotely
Piloted Vehicle) is created to track a chosen ground target during assigned surveillance missions. The paper [9]
presents a unique collaborative computer vision-based approach for target tracking as per the image’s specific
location of interest. The proposed method tracks any object without considering its properties like shape, color, size,
or pattern. It is required to keep the target visible and line of sight during the tracking. The method gives freedom of
selection to a user to track any target from the image and form a formation around it.

The ready-made solutions that have been considered do not meet the requirements and the target needs.
Therefore, there is a need in developing new approaches and methods.

In our previous work [10] we propose using of computer vision, i.e. OpenCV technology for determining
the speed of the car that is moving ahead. In [11] we started working on the concept of improvement the UAV
control, proposing video repeater design.

The primary objective of this study is to develop and implement a novel stabilization system for FPV
drones that operates autonomously in GPS-denied environments. By leveraging real-time image processing
techniques to analyze captured frames and compute stabilization adjustments, the study aims to enhance the drone's
operational reliability and functionality. Furthermore, the system is designed to resist electronic warfare (EW)
disruptions, ensuring continuous and stable performance in high-risk and contested settings.

Method of FPV drone stabilization on an automatically determined target and its further observation

This study introduces an innovative approach to FPV drone stabilization that relies on image processing
techniques instead of traditional GPS-based methods. Unlike existing stabilization systems, this method utilizes real-
time analysis of captured frames to compute adjustments for pitch, roll, and yaw, enabling autonomous stabilization
without external localization. The integration of onboard cameras and microcomputers into a lightweight, cost-
effective system represents a significant advancement in drone technology. Additionally, this approach offers
enhanced resistance to electronic warfare (EW) threats, a novel capability not widely addressed in current FPV
drone designs.

The expediency of this work lies in the fact that there is usually no GPS at combat positions (and if there is,
it is not used for safety reasons), so it is not advisable to focus on the latitude and longitude values to fix the FPV
drone at one point. However, as long as we have a camera and a microcomputer on board, we can process the
resulting image by comparing the frame with the previous one, and set the necessary shift parameters (along the
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pitch, roll and yaw axes) for the drone so that the current frame corresponds to the previous one, that is, perform
stabilization.

In addition, the advantage of this project is resistance to radio-electronic warfare means. Due to the use of
electronic warfare means by the enemy, the connection between the pilot's remote control and the receiver on board
is lost (no control), that is, a signal with control commands should have arrived at the RX receiver located on the
drone, but the enemy, having determined the frequency of the receiver, begins to jam the channel, as a result, control
is lost - the drone along with it.

However, by registering critical situations in the flight controller (if there is no signal from the remote
control, we switch to the emergency option - turn on the stabilization mode for the target), we can save the drone.

In this project we use image processing using the OpenCV module [1], as well as the MAVIink protocol [2]
to transmit commands to the flight controller from the Orange Pi microcomputer.

Having received the image directly from the onboard thermal imaging camera, we search for the target. The
method of FPV drone stabilization on an automatically determined target and its further observation includes the
following steps:

1. using the Kenny algorithm, we select the contours of objects;

2. reduce the number of objects, we process the received data: we look for those that are close
enough (circles described around the contours give an intersection): potentially represent a single object - and
combine them;

3. find the lightest pixel of the image (since the data is from a thermal camera, the lighter the object -
the warmer it is, i.e. closer);
4, determine the object whose center is located closest to the lightest point as the main target.

For each step of the proposed method, we develop a mathematical interpretation.

1. Using the Kenny algorithm, we select the contours of objects:

The Kenny algorithm is a method for edge detection and contour extraction in images. Given an image
I(x,y), where x and y are the pixel coordinates, the algorithm identifies boundaries of objects in the image by
detecting significant changes in intensity or color. Mathematically, this can be expressed with the formula 1.

C = {(x,y) €ellVi(x,y) > 6}, 1)

where C represents the set of contour points, I71(x,y) is the gradient of the image intensity, and 4 is a
threshold for detecting edges.

2. To reduce the number of objects, we process the received data: we look for those that are close
enough (circles described around the contours give an intersection): potentially represent a single object and
combine them.

After contour detection, the next step is to group close contours into a single object. Suppose each detected
contour can be approximated by a circle with center Ci(x;,yi) and radius r; + rj, where i indexes the contours. To find
overlapping or close contours, we calculate the Euclidean distance between centers of two circles using the
formula 2.

d(Ci' Cj) = \/(xi - %)%+ (Vi —¥j)? 2
If the distance between two centers is smaller than the sum of their radii, ri + rj, we combine the two
contours:
d(CiCj) < ri+rj = merge contours C;,C;
This merging step reduces the number of detected objects by combining those that are physically close.
This merging step reduces the number of detected objects by combining those that are physically close.

3. We find the lightest pixel of the image (since the data is from a thermal camera, the lighter the
object, the warmer it is, i.e., closer).

For the thermal camera data, each pixel has an intensity value corresponding to temperature. The lightest
pixel corresponds to the highest intensity value. Mathematically, this is expressed by the formula 3.

Imar = maxI(x,y), 3)
Xy

where I(x,y) is the intensity of the thermal image at pixel (X,y), and Imax represents the maximum intensity
(lightest pixel).
4, We determine the object whose center is located closest to the lightest point as the main target

Let O; denote the center of the object i and Prightest (Xmax,Ymax) represent the coordinates of the lightest
pixel. The distance between the object center O; and the lightest pixel Piigntest is calculated by the formula 4.
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d(0;, Pugntest) = J(xi — %)% + (i — ¥;)? (4)
The main target object is the one with the smallest distance that is determined with the formula 5.
Main target = arg min d(OL-,P”ghtest). (5)
L
Experiments and results

After receiving the image directly from the onboard thermal imaging camera, we search for the target as
shown in Figure 1.

a) b)

Fig.1. Selecting a target, saving it, determining the distance from the center
general picture; b) selected target)

Once we find a target, we save its image and use match-finding techniques to search for the saved target on
a new frame. Once we find a match and assume that the target may be moving, we save the updated image to
improve accuracy (Figure 2).

a)

Fig.2. Search for a specific target and update its image
general picture; b) selected target)

At each of the stages of finding a match, we determine how far the target is from the center and in what
direction. We process this data and transmit it directly to the flight controller using the MAVIink protocol [13]
(Figure 3).
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Fig.3. Receiving data using the MAVIlink protocol

Therefore, at the output, we get software for FVP drones that automatically detects the target and
autonomously controls the drone, setting it the appropriate parameters for each of the axes, to continue monitoring
the target if it is moving, or manipulates the drone so that it is in a stable position. Further work consists in
transmitting data about the target to the pilot, since now we get a clean image from the camera, without highlighting
the target, for example, the coordinates of the target in the image can be transmitted together with the OSD or
duplicate the search algorithm on the frames received by the pilot, but in this case, inaccuracy as a result of delay is
possible.

Conclusions

This study introduces an innovative approach to FPV drone stabilization that relies on image processing
techniques instead of traditional GPS-based methods. Unlike existing stabilization systems, this method utilizes real-
time analysis of captured frames to compute adjustments for pitch, roll, and yaw, enabling autonomous stabilization
without external localization. The integration of onboard cameras and microcomputers into a lightweight, cost-
effective system represents a significant advancement in drone technology. Additionally, this approach offers
enhanced resistance to electronic warfare (EW) threats, a novel capability not widely addressed in current FPV
drone designs.

The proposed solution addresses critical challenges in operating FPV drones within GPS-denied
environments, such as combat zones and areas prone to EW disruptions. By enabling autonomous stabilization and
reliable operation under such conditions, this system offers substantial benefits for military applications, search-and-
rescue missions, and other high-risk scenarios. The adaptability and cost-efficiency of the approach make it a viable
alternative for enhancing the functionality and reliability of FPV drones in diverse operational settings.
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