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Despite the enormous possibilities for data collection, situations still often arise where data is scarce. Insufficient data can
significantly complicate their effective analysis, since most known approaches require a sufficiently large training sample to obtain
accurate predictions. In the field of medicine, the problems of lack of data are quite common for a number of reasons
(confidentiality, fragmentation and natural rarity). Accordingly, the development of algorithms that can at least partially eliminate
the scarcity of data and demonstrate satisfactory efficiency is relevant. Existing techniques for analyzing small data based on their
augmentation can improve the efficiency of traditional methods. However, along with an increase in the number of instances in the
sample, the number of features also increases significantly, which can negatively affect the performance of machine learning
methods.

In this paper, an improved two-step method was proposed for the intelligent analysis of short high-dimensional data sets
based on a generalized regression neural network. A peculiarity of this approach is the avoidance of a multiple increase in the
number of features in the augmented sample. The method was used to solve two regression problems: predicting the value of a
function and determining the compressive strength of the femur. Both data sets contained less than 100 instances. The optimal
parameters were determined using the Dual Annealing optimization algorithm for five distance measures: Euclidean, Chebyshev,
Manhattan, Canberra, and cosine. The proposed method showed a significant reduction in errors (such as MAE, RMSE) compared to
the traditional GRNN model. The developed technique also surpassed the accuracy of the input doubling method for both solved
problems. Along with increasing accuracy, the proposed model also increased the execution time. Therefore, the feasibility of its
application depends on the priorities of the problem being solved.

Keywords: generalized regression neural network, small data, data augmentation, high-dimensional data,
regression.

Mupocnas '”ABPUJIFOK

HarioHanbauil yHiBepcuTeT «JIbBIBChKA MO TEXHIKA»

MOKPAIIEHWIT IBOKPOKOBHUI METO{ AYTMEHTAIII JIVIST AHAJII3Y
MAJIUX HABOPIB JJAHUX Y MEJUYHUX 3ACTOCYBAHHSIX

lToripm Bemye3Hi MOXX/MBOCTI 4151 360py AaHUX, AOCI HEDIAKO BUHUKAIOTL cuTyauil, A€ AaHi € aegiuntHumm. HegocratHs
KIIBKICTD JaHNX MOXE 3HAYHO YCKIaAHUTU IX eQEKTUBHMI aHasli3, OCKIIbKM GiibLUiCTb BIJOMUX 1AX0O4IB BUMAEIrarTs [OCTATHLO
BE/IMKOI TPEHYBA/IbHOI BUOIDKM U151 OTPUMAHHST TOYHUX NEPEAGaYeHb. Y rasy3i MeanumHn rpobremu HECTaqyi AaHux € [JOCUTb
TTOLLMPEHUMU HYEPE3 HU3KY MPUYMH (KOHQDIACHLIVIHICTL, @parMEHTOBAaHICTb Ta NMpUpoaHa PIAKICHICTb). BIAMOBIAHO, aKTyasbHOKW €
pO3pobka anaropuTMiB, O 3MOXYTb Xo4Ya 6 YAacTKOBO 3HIBE/NOBATU AEDiUNT A[aHUX Ta [POJEMOHCTPYBATU 3aA0BI/IbHY
EPEKTUBHICTL., HasIBHI TEXHIKM aHasizy Mamx AaHux, Lo 6a3ytoTbCd Ha iX ayrMeHTauii, MOXYyTb [OKPauT e@QeKTUBHICTS
TPaanLiviHUX MeTogiB. OAHAK, Pa3oM 3/ 36I/IbLUIEHHSIM KIIbKOCTI EK3EMIT/ISPIB Y BUGIPLI, KIIbKICTb O3HAK TAKOX CYTTEBO 3POCTAE, L0
MOXKE HEraTmBHO MO3HaYNTUCL Ha POBOTI METOLIB MALLIMHHOIO HaBYaHHS.

Y yivi poboti 6ys10 3arPOrNoOHOBAHO YAOCKOHA/IEHUH [BOKDOKOB METOA A/1S IHTEIEKTYa/IbHOro aHasisy KOopoTKux
BUCOKOPO3MIPHUX HAOOPIB JaHuX Ha OCHOBI HEVPOHHOI MEDEXI y3arasibHEHOI perpecii. OCO6/MBICTIO LbOro Migxoay € YHUKHEHHS
KPaTHoro 36i/IbLUIEHHS Ki/IbKOCTI O3HaK B ayrMEHTOBaHii BubIipLi. MeTog 6ys10 BUKOPUCTaHO A/1S PO3B'S3aHHS ABOX PErPECiHuX
3agayq: NeEpEfOaYEHHS 3HAYEHHS DYHKLII Ta BU3HAYEHHS MIYHOCTI Ha CTUCK CTErHOBOI KiCTkM. ObyngBa Habopu [aHuX MICTWI
MmeHLe 100 ex3emnnapis. OnTuMasibHi NapamMmeTpu 6y/10 BU3HAYEHO 3a AOMOMOIror ONTUMI3aLiiHoro anroputMy Dual Annealing 475
nam Mip BIACTaHI: €BK/I[0BOI, YebuiuoBa, MaHIreTTEHCbKO, KaHOEPPCbKOI Ta KOCWMHYCOBOI, 3arporioHOBaHM METO4 [10Ka3aB
CYTTEBE 3MEHLLUEHHS MOXMOOK (Takux sk MAE, RMSE) ropisHsHO 3 TpaguuiviHoro mogemwio GRNN, Takox pospobrieHa TeXHIKa
1EPEBEPLLINTA TOYHICTE METOJY [MOABOEHHS BXOAIB A/19 000X pO3BA3yBaHux 3afad. Pasom I3 rigBULLEHHSM TOYHOCTI,
3arporoHOBaHa MOAE/b TaKOX 36i/IbLun/ia Yac BUKOHAaHHS. TOMY AOUIIbHICTb VMIOro 3aCTOCYBAHHSI 33/1€XUTh B pPIOPUTETIB
BUPILLYBaHOI rpobriemy.

KI1to40Bi C/10Ba.: HEVIDOHHA MEPEXA y3araslbHEHOI PErPECH, Masli AaHi, ayrMEHTALs JaHnX, BUCOKOPO3MIPHI AaHi, PErpecis.

Introduction

The current state of information technology development allows us to gain important insights into various
processes and make predictions based on this knowledge. The basis of this knowledge is previously collected data.
Despite the enormous possibilities of searching and collecting, situations still often arise where data is scarce.
Insufficient data can significantly complicate their effective analysis.

In the field of medicine, data scarcity problems are quite common [1, 2, 3]. The reasons for such difficulties
are quite diverse:

e Confidentiality and security of medical data. Data about patients in healthcare institutions are
confidential and require strict adherence to protocols during their exchange and processing [4]. Such features often
limit the ability to collect a sufficient amount of data for analysis.
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e Fragmentation of data sources. Medical data is often distributed across different healthcare institutions
and scientific institutions without a unified information storage system [5]. Such autonomy often does not allow
analysts to use the entire volume of available data, even within one country.

e The rarity of certain data. There are diseases and medical conditions that are very rare, and therefore the
sample size is a priori small. Also, in such situations, the value of reliable and detailed documentation of each case
of such diseases in the context of data collection increases.

The lack of data often creates a problem during their processing, since the vast majority of methods of
intellectual analysis require a sufficiently large training sample to obtain accurate predictions. Accordingly, the
development of algorithms that can at least partially compensate for the lack of data and demonstrate satisfactory
efficiency is relevant.

Related works

At present, there is no single, clear definition of the concept of “small data”. Different researchers use
different definitions, depending on the needs of the study. For example, in [6] the author introduces the concept of
small data in medicine as personalized data based on the digital footprint of each individual person. He insists on the
importance of an individual approach to medical care, and, accordingly, much smaller amounts of data for analysis
than usual.

In [7] the authors justify the need to develop a paradigm of small data, as opposed to the concept of big
data. Researchers use the definition of “small data” from [6], specifying that the unit for which small data is
collected may be not only one specific person, but also, for example, a hospital, a community, etc. Such a concept is
quite abstract, while in practice it is often necessary to more specifically define which dataset can be called “small”.
For example, in [8] the author considers a small set to be such a set where the number of instances and the number
of attributes are comparable. In [9], researchers assess the impact of dataset size on the accuracy of its classification
by traditional machine learning methods. The results confirmed the assumption that the representativeness of the
dataset distribution relative to a specific subject area can offset the small number of instances in the sample. Taking
into account the above, in our study, we consider small datasets to be those where the number of instances is less
than 100.

A popular approach among researchers involved in the analysis of small numerical data is augmentation.
This class of methods allows you to increase the number of instances, as well as, possibly, attributes, to form a
sample whose size is sufficient for processing by traditional machine learning methods. In this context, it makes
sense to pay attention to the work [10], where the authors propose a forecasting method that combines data
augmentation and the principle of ensemble prediction. For a short dataset containing N observations and k
attributes, an augmented dataset with N? observations and 2k attributes is generated during the implementation of
this algorithm. The researchers demonstrated the effectiveness of this method for solving problems in the medical
field. The versatility of the method was confirmed by combining training and application procedures with several
models.

In [11], a modification of the input doubling method from [10] based on SVR with nonlinear kernels was
proposed for predicting urinary calcium concentration in the case of a short dataset. This algorithm demonstrated
significantly lower RMSE and MAE errors than the simple model, the baseline method, and popular classical
machine learning algorithms.

These methods showed high efficiency when solving the problem set in the work, however, they have a
certain drawback in the context of possible processing of high-dimensional datasets (where the ratio of the number
of instances to the number of features is less than 100). In the case of processing such a data set, the number of
features of the augmented dataset becomes too large, which can negatively affect the performance of machine
learning methods.

That is why it is necessary to conduct research in the direction of increasing the number of instances during
data augmentation without significantly increasing the number of features. Therefore, this problem is relevant and
has potential for research.

The purpose of the work is: to improve the efficiency of analyzing small sets of high-dimensional data in
medical applications.

Materials and methods

The basis of our approach in this work is the augmentation of short datasets with the subsequent prediction
procedure based on a generalized regression neural network.

The generalized regression neural network (GRNN) was proposed by D. Specht [12] in 1991. It belongs to
the class of neural networks that do not require training. The basis of the GRNN prediction procedure is the use of
the Gaussian radial basis function.

The topology of this neural network is shown in Fig. 1.
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Input layer Hidden layer layer

Output layer
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Fig. 1. GRNN topology
The structure of the GRNN consists of 4 layers: input, hidden, summation and output.
° The values of the input layer are the values of the attributes of the test vector transmitted by the
network.
° In the hidden layer of the neural network, the Gaussian radial basis functions are calculated
between the test vector and each of the support vectors of the set:
(R’
H, =exp(-—5-) 1)
20

where R; is the distance (Euclidean or other) between the test vector and the ith vector of the support
sample; o is the smoothing factor.

) In the summation layer, the sum of the values of the radial basis functions and the sum of the
products of the values of the radial basis functions and the values of the corresponding target attribute of the
reference sample vectors are calculated:

NS = Z yiH; 2
i=1
DS =>"H, (3)
i=1
° The output value of GRNN is the result of dividing the values calculated in the previous layer:
NS
Y=— 4
DS (4)

Among the advantages of using GRNN compared to other neural networks, we can highlight:

e The absence of a training procedure, which allows making predictions in real time;

e Quite high speed of the network in the case of a short support sample [13];

e The presence of only two parameters for tuning - the metric by which the distances between vectors are
calculated and the smoothing factor c.

The main disadvantage of this neural network is the increase in the number of neurons in the hidden layer
with an increase in the support sample, which leads to a decrease in the prediction speed. Thus, given the
peculiarities of the work of GRNN, this neural network has good potential for processing short datasets, where there
is a small number of support instances.

As already mentioned, in work [10] the authors propose a method for analyzing short datasets, where the
number of features in the augmented dataset increases to 2k (k - the number of attributes in the initial dataset). In our
work, we propose a new improved method that combines the advantages of the approach from [10] with
improvements that ensure efficient processing of small high-dimensional data.

The main features of the developed approach are:

e using the differences of the corresponding attributes for each pair of vectors of the initial sample as
attributes of the augmented sample;
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e using the predictions made by the classical GRNN model as features;

e the dimensionality of the augmented sample is k+2, which eliminates the problem of a multiple increase
in the number of features during augmentation (which is a significant difference from the method from [10]).

Like many machine learning methods, our proposed method operates through training and application
(prediction) procedures. The main stages of the training procedure of our proposed method are:

1. Obtaining predictions for each of the training instances using GRNN.

2. Creating an augmented training sample of data from the initial training dataset and the predictions
obtained in stage 1.

The main stages of the application procedure are:

1. Obtaining predictions for the test instance using GRNN.

2. Creating an augmented test sample of data from the initial training dataset, the test instance, and
the predictions obtained in stage 1 (and in stage 1 of the training mode).

3. Obtaining the final prediction using the augmented test sample and GRNN.

So we describe these procedures in more detail.

The augmented training sample Arrin is constructed as follows. We denote the input feature matrix of the
initial training set of data, consisting of N instances with k attributes, as Xvrain , and the target attribute of the training
sample as a column vector Yyrain . Using the basic model described above (with smoothing factor o1), we obtain a
column vector of basic predictions prin (Where every element is the prediction for a corresponding vector from
XTrain)-

We propose to calculate the difference of the corresponding attributes for each pair of vectors of the
training sample and use these differences as attributes in the augmented training set. We denote the matrix of the
above-described pairwise attribute differences as Frrain . It can be calculated as follows:

I:Train = XTrain ® jN + jN ®(_XTrain) )

where  is the Kronecker product operation; jn is all-ones column vector of size N.
The two additional attributes in the augmented training set are the predictions for each of the vectors in the
pair made by the base model. We denote these features as lrrain and rreain

ITrain = Prrain ® jN (6)
Frain = jN ® Prrain (7

Thus, the matrix of the augmented training set Arrain has the following form:

ATrain = [FTrain ITrain Mrain ] (8)

We propose to calculate the artificial target attribute trvain as the difference between the target attributes for
each pair of training sample vectors:

tTrain = Y1rain ® jN + jN ® (_yTrain) 9

After creating the augmented training sample and the artificial target attribute, the base model is trained
using them. Since, in our study, we use GRNN, which does not have an explicit training procedure, the next step is
to apply the method.

Suppose we need to predict the value of the target attribute yres: for the test vector xrest . Similar to the
training procedure, using the base model, we can calculate the predictions pres for the test vector. Similar to the
training mode, we propose to use the differences between the corresponding attributes of the test vector and each of
the vectors of the initial training sample as attributes in the augmented test sample:

I:Test = Xrest ® jN + (_XTrain) (10)

The two additional attributes in the augmented test set are the predictions for each of the vectors in the pair
made by the base model. We denote these attributes as lvest and rrest :

lrest = Prest ® In (12)
Mest = IN ® Prrain (12)
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So, the augmented test sample matrix Arest has the following form:

AT est — [FTest ITest rTest ] (13)

After performing the prediction procedure for Ares by the base model(with smoothing factor o2), we will
obtain a column vector of the artificial target attribute tpreq . We propose to calculate the predicted value for the test
vector using the ensemble principle as the average value among all predictions of the target attribute y:

1 .
Ypred = W (tored + Yrrain )T In (14)

For the study, we used two small, high-dimensional datasets — one artificial and one real — to test the
effectiveness of our method.
The first dataset was generated using the function proposed by S. Haykin in [14]:

f(a,b)=(1-a%)+2(1—h)? (15)

This feature is useful for creating artificial datasets for the purpose of modeling regression problems. The
artificial sample we used consists of 30 instances, each of which has 2 input features and one target attribute.

The second dataset from [15] contains real-world data on certain femoral bone parameters of patients
suffering from osteoarthritis. It contains 34 observations on six features:

e Patients’ age;
Patients’ gender;
Structure model index;
Tissue porosity;
Trabecular thickness factor;

e Compressive strength (in MPa) — target attribute.

Bone fragility is one of the common problems in medicine, so predicting bone compressive strength is quite
important task.

Modeling, results, and comparison.

We applied the developed method to the two datasets described above. The following metrics were used to
evaluate the model's performance:

e Mean absolute error (MAE)

Mean squared error (MSE)

Root mean squared error (RMSE)
Median error (MedE)

Execution time (EXT)

For modeling, Python tools and its libraries were used: numpy, scipy, sklearn. Before the application
procedure, the augmented sample was scaled using MaxAbsScaler. Optimal parameters c1opt and c20pt Were selected
on the interval [0.001;5] using the Dual Annealing optimization algorithm [16] for five measures of the distance. To
evaluate the values of the metrics, 5-fold cross-validation was performed. The results of the experiments for the first
dataset are given in Table 1, for the second dataset — in Table 2.

Table 1
Modeling results for the first dataset
Distance Giopt | Goopt E}’gc MAPE RMSE MAE MSE MedE
Cityblock 0,942 | 0172 | 41,4455 0,216£0.114 0,384+0.145 0,278+0.081 0,169£0.120 | 0,19140.102
Euclidean 1,090 | 0,064 | 37,0415 0,268+0.154 0,420+0.164 0,299+0.122 0,203£0.145 | 0,160+0.130
Chebyshev | 0,891 | 0,043 | 20,6+0,6 0,267+0.137 0,4230.154 0,3110.111 0,203£0.136 | 0,191+0.134
Canberra 0,669 0,093 22,84+2,6 0,225+0.092 0,431+0.160 0,320+0.100 0,212+0.142 0,231+0.075
Cosine 4205 | 0001 | 26,4+4,5 0,382+0.125 0,6530.132 0,52240.101 0,444+0.193 | 0,407+0.111
Table 2
Modeling results for the second dataset
Distance Giopt | Goop | EXT, msec MAPE RMSE MAE MSE MedE
Euclidean | 0,153 | 0,059 | 25,014 | 0,395+0.173 5,184%1.366 4,022+1.169 28,742+13.690 3,090+1.592
Cityblock | 0,183 | 0,293 | 242415 | 0,434+0.189 5,412+1.395 4,2011.206 31,237+14.784 3,1331.575
Canberra | 0,016 | 1,287 | 31,3£3.7 | 0,542+0.199 5,724%0.736 4,702+0.596 33,308+8.270 4,462+0.985
Chebyshev | 0,983 | 0,116 | 25,7429 | 0,497+0.158 5,733£0.948 4,543+0.755 33,761%10.554 3,655+1.343
Cosine 1,827 | 0,015 | 252+2.0 | 0,512+0.159 5,863%0.947 4,739+0.675 35,268+10.621 4,417+1.118

We compared the main results of the proposed method for both datasets with the performance of the simple
GRNN model, as well as the input doubling method from [10], which inspired us. Overall, our proposed method
outperformed the aforementioned models for both artificial and real datasets.
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Fig. 2 visualizes the comparison of RMSE and MAE for the first (artificial) dataset. As can be seen, the use
of augmentation methods reduced the errors compared to the classical GRNN. It is also worth noting that the
proposed method demonstrates 25.4% lower RMSE and 32.7% lower MAE than the method from [10].

RMSE MAE

0.384 Proposed
method

Proposed
method

0.278

Input- Input-
method method

0.574 Classical
GRNN

Classical
GRMNN

0.413

\:LI

b)
Fig. 2 Comparison of errors for the first dataset: a- RMSE; b-MAE

Fig. 3 visualizes the comparison of regression metrics of the used models for the second dataset. As can be
seen, the proposed method showed 8.8% lower RMSE and 14.1% lower MAE than the method from [10]. The
developed algorithm also demonstrated lower RMSE and MAE values than the classical GRNN.

RMSE MAE

Proposed
method

5.184 Proposed
method

4.022

Input- Input-

method method

Classical 5.939 Classical 4.697
GRNN GRMN

a) b)
Fig. 3 Comparison of errors for the second dataset: a- RMSE; b-MAE
Another important indicator is the execution time of the algorithm. Fig. 4 shows a visualization of the
comparison of the studied models in this aspect.
Execution time, msec Execution time, msec

Proposed
method

Proposed
method

Input- Input-

method method

Classical 4.8 Classical 6.7
GRMNN GRMNM

a) b)

Fig. 4 Execution time comparison: a- for the first dataset; b- for the second dataset
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The comparison demonstrated certain advantages and disadvantages of the developed method compared to
the classical GRNN. On the one hand, the proposed augmentation algorithm increased the accuracy of the simple
model. On the other hand, the execution time increased several times (depending on the task). From the point of
view of comparison with the input doubling method, the developed algorithm significantly increased the prediction
accuracy for the described tasks, while increasing the execution time. Obviously, the increase in duration is a
consequence of using the classical GRNN model to obtain basic predictions in the first step of the proposed method.

From these results, we can conclude that the selection of a specific prediction model for practical purposes
should be carried out depending on the priorities and specifics of the situation. In cases where prediction accuracy is
key, it is necessary to use the algorithm with the smallest error. However, in situations where efficiency can be
neglected in favor of execution speed, simpler models may be suitable.

Conclusions

In this paper, an improved method for intelligent analysis of short data sets based on a generalized
regression neural network was proposed. The algorithm was applied to solve the problem of determining the
compressive strength of bone. The optimal parameters were selected: distance metric and smoothing factor. The
method was also tested on an artificial dataset.

According to the results of comparing the method with the classical GRNN and the basic method, it was
found that the developed algorithm outperforms them in accuracy for both tasks. Along with improvement in
accuracy, the proposed technique also increases execution time. Therefore, the appropriateness of its application
depends on the priorities of the problem being solved. Further research may concern reducing the duration of the
algorithm execution while maintaining satisfactory accuracy.
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grant agreement 871072).
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