INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

https://doi.org/10.31891/csit-2025-1-20
UDC 004.932:[004.6:004.85]

Dmytro DASHENKOV, Kyrylo SMELYAKOV

Kharkiv National University of Radio Electronics

METHOD FOR EXTENDING IMAGE CLASSIFICATOR VIA TEXT METADATA
STATISTICAL ANALYSIS

The goal of this article is to create a new method for obtaining a neural network for image classification that would work
with classes for which examples are not available at the time of training. The task of image classification involves assigning one or
more labels to an image based on the objects present in the image. The current state of the art method for creating such neural
networks Is to train models on the necessary data in a fine-tuning manner. The research methodology is to use existing machine
learning models and expand the set of classes that the model operates on by manipulating the weight coefficients of the existing
classifier model. The proposed method uses text metadata related to the images and descriptions of object classes to build
assumptions about the relationship between different image classes. The method involves, using simple statistical calculations on
text data, based on the existing weights of the neural network classifier, generating additional wejghts for recognizing new classes
of objects in the image. The result of the research is the development of an algorithm for obtaining a classifier model that works
with a class or classes that are not available during training. The model shows a classification accuracy result higher than the basic
random one. At the same time, the classification accuracy for new classes, expressed in the F-score measure, is approximately
0.66, which is lower than the corresponding F-score measure for classes that were present during training, which is approximately
0.93. Also, the paper shows the limitations of the statistics-based approach to fine tuning, highlighting that it is not a full
replacement for the classical model training. The scientific novelty lies in the development of methods for expanding image dassifier
models using statistical analysis of text metadata. The practical significance of the research lies in two aspects. The first aspect is
obtaining a more stable base line of classification quality for classes that are added to the models after training using more
sophisticated methods. The second aspect is obtaining a method for expanding the classifier for cases when extra data for
additional training is not available and the training process itself is not possible due to a lack of computational resources.

Keywords: neural networks, natural language processing, machine learning, finetuning, image classification, multimodal
data, statistical data processing.

Jmutpo JAHIEHKOB, Kupuno CMEJISIKOB

XapkiBChKHil HalliOHANTLHUH YHIBEPCHTET PalioeCKTPOHIKH

METO/J PO3IINPEHHS KJIACUDPIKATOPA 306PA’KEHb HA OCHOBI
CTATUCTHYHOI'O AHAJII3Y TEKCTOBUX METAJJAHUX

MeToro i€l cTaTTi € CTBOPEHHS HOBOIO METOLY OTDUMAHHS HEVPOHHOI Mepexi ANs Kaacugikauii 306paxeHs, sgka 6
npayoBana i3 Kiacamu, Npukiagn 415 Skux He AOCTYIIHI Ha MOMEHT HaB4aHHs. 3agadva Kracu@ikauii 306paxeHp rnepegéaqyac
MPUBHAYEHHST 300DaXKEHHIO OAHIEI Y1 AEKIIbKOX MITOK Ha OCHOBI OB€KTIB 14O TPUCYTHI Ha 306paxeHHi. [ToTouHmi
3arafIbHONPMAHATIN  CIIOCI6  CTBOPEHHS IMOAIBHNX HEVDOHHNX MEPEX MONIAIaE B L[OHABYAHHI MOAENENH Ha MOTPIOHNX AaHVX.
Merognka AOC/KEHHS 0N1SraE B TOMY, 1406 BUKOPUCTOBYBATH ICHYKOHI MOAEN MALLMHHOIO HABYAHHS | PO3LMPIOE MHOXVHY
KA1aCIB, SAKUMU OIMEPYE MOAESIb, MPOBOAAYHM MAHIYIaUii i3 BaroBummu KoegilieHTamu icHytoHoi Mogerni-knacugikaropa. Merog wo
IPOIMOHYETLCS BUKOPUCTOBYE TEKCTOBI METaAaHI Mpo 306PaXeHHS Ta ormcu OBEKTIB, WO MPEACTaB/IsioTe KIacu 306paxeHs A1
1106Y.40B4 MPUITYLLEHB LLYOAO 3BA3KU MK DI3HUMU Kiacamu 306paxeHs. MeTtoq nepesbayac, 3a AornoMoror npocTux CTatuCTUYHUX
0BYNCTIEHb HA OCHOBI TEKCTOBUX IaHNX, HA OCHOBI ICHYIOYMX BaITB HEHPOHHOI MEPEXI KacugikaTopa, reHepaLlito J04aTKOBUX BariB
A/15 PO3I1[3HaBAHHSI HOBUX K/1AcCiB OOEKTIB Ha 306paXeHHI. Pe3y/ibTaToM AOCTKEHHS € PO3POBKA arropuTMy OTPUMAHHS MOAEsT
Knacnpikatopa, Lo Mpawioe i3 KIacoM 4y Kaacamy, He AOCTYIHUMA [1if Yac HaBYyaHHs. Mogesib rokasye pesysibTaT TOYHOCTI
Knacuikayii Bumi 3a 6azoBmi BunagakoBmi. [py LboMy, TOYHICTb Kaacuikalii 415 HOBUX KJIAcis, BUpaxeHa B Mipi F-score
A0piBHIOE npnbmsHo 0,66, 14O HWKYE HDK BIAMOBIAHA Mipa F-score AN KAacis, o 6y/m npucyTHi g 4ac tperysarHs — 0,9.
TaKkox, pob0Ta BUCBITIIIOE OBMEXEHHS CTATUCTUYHOIO IMIAX0AY A0 AOHABYAHHS MOAENEY, MAKPEC/IIOIYY, O BIH HE € MTOBHOLIHHOK
3aMIHOIO B/IaCHE HABYaHHIO. HayKoBa HOBU3HA MO/IAIAE Y PO3BUTKY METOLIB POLMPEHHS MOAENEH-KacupikaTopis 306paxeHs 3a
AIOMOMOrol0 CTaTUCTUYHOIO aHasli3y TEKCTOBUX MeTaAaHnX. [IpaKT9Ha 3HauMICTb AOC/IKEHHS MOJIArae y ABOX acrektax. [lepumi
acreKT — OTpUMaHHs 6ifiblu CTiViKoi 6a30B0i Mipy SKOCTI Knacugikauii 415 Kacis LYo A0AGHI 4O MOAENEN MI3HILLE TUM Yu iHLLIMM
METOHOM. [Ipyrwii acrieKT — OTPUMAHHS METOZY PO3LUMPEHHS Kacu@ikatopa A/ BUNaaKiB Ko/ JOAATKOBI AaHi [/ JOHABYAHHS
HEAOCTYIIHI [ CaM MPOLIEC TPEHYBAHHS HE MOX/MBII YEPE3 BPaKk OBHYUCIIIOBATIbLHIX PECYPCIB.

KIt040Bi C/10Ba: HEVIDOHHI MEPEX], 06POCKa MPYPOAHOI MOBH, MALUIMHHE HaBYaHHS, JOHABYaHHS MOJENIEH, Kiacugikalis
306paxeHs, MyJIbTUMOZATIbHI AaH], CTATUCTUYHE 06POOKA AaHNX.

Introduction

The task of image classification is one of the classic and most addressed problems of computer vision.
There are many approaches to this problem. This paper considers an approach that uses machine learning models for
single- and multi-class classification, i.e. the process that, for a given image, determines one or many classes of
objects contained in the image. This approach is characterized by the need to train a neural network on all classes
that exist in the domain for which it is necessary to perform classification. Thanks to the latest architectures of
neural networks, the problem of image classification has received rapid development in recent years [1, 2].

The approach to image classification using machine learning models has two elements of complexity:

1) A large amount of data is required for training, namely, high-quality, human-annotated images
representing the object that the model must recognize in all possible configurations.
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2) Quite large computing power is required for training. Depending on the architecture, the process of
training a model can take days or even weeks and require specific hardware, such as graphics cards with high RAM.

Also, given the prevalence of the classification problem, there are many trained models with large
parameters that have high performance values and are available for free.

Most image classifier models are limited to a certain set of classes with which they work. Extending an
image classifier involves increasing the set of classes with which the model works. A typical approach to extending
a classifier is to further train the model on new classes, the so-called fine-tuning.

This paper proposes a method for using publicly available classifier models to classify images into classes
that the model did not see during training without further training.

State-of-art

Currently, there are several architectures of neural networks that work with images. The main ones are as
follows:

1) Convolutional neural networks. This architecture is the oldest among the ones listed here. Images
are divided into blocks of pixels which, represented as a tensor of floating-point numbers, are multiplied by another
tensor - the convolution kernel. This operation is repeated in each subsequent layer of the neural network [3].

2) Residual neural networks. The architecture of such neural networks is based on the architecture of
convolutional networks, with the difference that for certain layers, the input of the convolution operation is not only
the result of the previous convolution operation, but also the result of the layer that is several positions higher in the
network. These two results are combined by a certain function in a process known as residual combination. This
function itself varies in different implementations of this architecture, often the simple vector addition is used [4].
The residual combination operation is presented in formula (1).

X =F (xi-1) @i 1

where x; — result of the i-th neural network layer, k — a small integer number, usually 2 or 3, & — the
implementation dependent residual combination operation.

3) Transformer architecture. This architecture has gained popularity in recent years in the field of
natural language processing but has also spread to other areas of application of neural networks. Transformers use
attention mechanisms to find connections between different elements of an image and solve the specific tasks using
these connections [5]. Often, neural networks built on this architecture also use the operation of residual
combination of the results of the work of different layers [5, 6].

All of the architectures listed above share the same approach to how the model proceeds from image
processing to classification decision-making, namely, using an approach that involves generating a vector
representation of the input image — an embedding — and processing this vector using a dense layer of a neural
network. All of the described features of the neural network architecture are found in the the encoder model that
generates the embedding. The dense classifier layer itself is a simple linear layer of a neural network. Each neuron
in the classifier layer generates a single value—the probability that the image contains an object of the class
associated with this neuron. Thus, it is fair to assume that all neurons in the classifier layer are independent of each
other during image processing. During training, the results of each neuron’s operation affect the error function, and
therefore the state of all other neurons; however, since this paper considers only the static state of the neural
network, that is, the state outside of training, this effect can be neglected.

From the point of view of the mathematical model of a neural network, the classifier layer is an operation
of matrix multiplication of the embedding by the weight matrix, as shown in formula (2).

P=E-W, 2

where P — probability vector, which describes the classes of objects present on the, E — vector, the result
of the last layer of the encoder model — the embedding, W — the weight matrix of the classifier layer.

The matrix W specified in formula (2) has dimensions of the number of elements in the embedding vector
to the number of classes the model works with. The probability of the presence of one particular class of objects in
the image can be represented as a weighted sum of the elements of the embedding vector, where the weights are the
elements of the corresponding column of the matrix W, as shown in formula (3).

Pi=Y N Ex Wi, (©)]

where P; — the probability of objects of the i-th class being present on the image, Ex — k-th element of the
embedding vector, Wy — k-th element of i-th column of the weight matrix.
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In order to speed up the learning process, the method of retraining models on certain specific data is often
used, instead of training the model from scratch. This method involves training only the classifier layer. In this case,
the encoder model is in a frozen state, that is, it processes the image and generates embeddings, but its weights are
not updated [7, 8].

This approach allows to significantly reduce the training time and the requirements for the hardware for
training. However, this approach still requires a large amount of annotated data.

An alternative approach, implemented in the CLIP model, offers a method of classifying images without
retraining the model, based on a model that has been trained on a combination of text and graphic data. CLIP
accepts as input both an image and a text description of the object class and evaluates whether the given image
corresponds to the given description. The advantage of this method is that the model is able to classify images into
arbitrary classes that are not available during training. The disadvantage of the method is the high computational
complexity of the model, the large amount of data required for training, the complexity of training, and lower
accuracy than alternative models [9].

Another, more straightforward approach, is using a multimodal LLM-based model such as OpenAl o1 [10],
DeepSeek-R1 [11], or Alibaba QwQ [12], and prompting the model to choose the correct class for a given image.
Such approach allows for an even more flexible practical workflow. It also has the advantage of mature HTTP-based
APIs for the models, which means that the used does not have to set up any inference infrastructure, such as GPUs
and other heavy-loading hardware. The disadvantages of this approach are cost and speed. For use cases when
inference speed matters, using a large language is not possible, regardless of whether or not the model is deployed
by the used or accessed via an API. Also, the cost of using such APIs or running such a model is orders of
magnitude higher than the cost of running a simpler image-processing neural network [13].

Purpose

Despite the widespread use of image classification, the problem of training neural networks to achieve
high-quality classification is yet to be solved. As outlined above, training a model requires a large amount of data
and significant computing power. Open datasets partially solve the former problem, but since they cannot cover all
existing object classes, by their nature they are not exhaustive. Similarly, models available in the public domain are
not exhaustive, since such models are aimed at use with a limited number of classes.

Large language and multimodal models capable of perform classification with any number of classes, such
as CLIP [9], have been gaining ground recently. However, these models have their own drawbacks, the main of
which are the cost and speed of inference.

Such solutions can be compared to the work of human operators who classify images manually. Similarly
to large multimodal models, human operators do not need visual examples of objects that need to be recognized but
can rely only on a general text description of the class.

Therefore, there is an unsolved problem of classifying images into an arbitrary number of classes that are
not represented in some training set of images, which would be based only on image information obtained from a
conventional neural network working with images.

The purpose of this work is to develop a method for extending the classifier model to work with previously
unseen image classes with help of the statistical analysis of text metadata of the images.

Proposed technique

To develop a method for statistical analysis of text data, a specialized dataset was created. The dataset
includes images, text metadata of the images, and text descriptions of objects that define image classes. The dataset
is based on the ImageNet dataset, which contains images annotated with 1000 classes [14]. All classes represent
objects such as animal species, common objects that can be found in a city (car, ambulance, etc.), clothing items,
and other categories. The ImageNet Captions dataset [15] was used for text metadata for images. This dataset
contains text descriptions and tags for 389598 images from ImageNet with 999 classes. This text data is represented
by image titles, tags, and descriptions. This data is collected from the Flickr site, which is the source of images for
the ImageNet dataset. This data is quite dirty, as it contains not only descriptions of images in isolation from
context, but also names of locations, technical specifications of cameras, notes from authors of photos, etc. These
details create noise in the data.

Another source of test data were English Wikipedia articles, which most closely represent the classes of
objects from ImageNet. To create this set, an automatic search by class name was used. If a corresponding article
was found, it was used. If a corresponding article was not found automatically, the closest article in content was
selected manually. From each article, the text of a short description of the article object was taken. The collected
data set, consisting of 1000 elements, is available publicly at
https://gist.github.com/ddashenkov/6f399720b8fef309e7711b704bbc8272.

Thus, the data used for the experiment consists of three components: images from the ImageNet set,
ImageNet Captions descriptions, and class descriptions collected from Wikipedia.

To digitize the text data, all components of the ImageNet Captions text descriptions for each image were
merged into a single string, separated by spaces. All the resulting strings were tokenized using the NLTK library
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[16]. Separately, the test descriptions of image classes were also tokenized. Next, all individual tokens are converted
to lowercase. Tokens that contain any characters other than Latin letters are removed. Similarly, tokens shorter than
2 letters are removed. Also, all tokens that are present in more than 90% of the examples, i.e. in class descriptions or
images up to more than 900 classes, are removed. A diagram of the text processing process is shown in Figure 1.
The remaining tokens are the basis for conducting statistical studies of classes.

"The kit fox (Vulpes
macrotis) is a fox
species that inhabits..."

i "the”, "kit", "fox", "(", "vulpes",
! "macrotis”, ")", " et "fox",

"species”, "that", "inhabits", ...

Does token
match regex
[a-z]11{2,}

?

. kit "fox", "vulpes",
i "macrotis", "is", "fox", "species”, |
"that", "inhabits", ... |

“kit", "fox", "vulpes",

"macrotis", "fox", "species”,
"inhabits", ...

Is present in less
than 90% of classes?

Fig.1. Diagram of the text data preprocessing. The input and the output are highlighted with a bold border, intermediate results are
highlighted with a dotted line border

Further processing of text data constitutes grouping all tokens belonging to each of the classes into one list.
To do this, each token in the entire set is assigned an identifier from 0 to the size of the set. In total, there are approx.
192K unique tokens. Next, the number of uses of each token is counted for each class. Since the volume of text data
is different for different classes, the obtained frequencies are divided by the number of examples for the
corresponding class in the ImageNet Captions dataset. Thus, the normalized histograms of the use of certain words
in text data associated with ImageNet classes is obtained. These histograms can be represented as multidimensional
vectors by placing the normalized frequencies of tokens in places according to the token identifiers. The identifier
serves as an index of the frequency value in the vector, indexing starts from 0. The result is 1000 vectors each
having 192K values. From now on, let’s call them frequency vectors.

In order to establish the relationships between text data and images, a hypothesis was formed: the similarity
of frequency vectors is related to the similarity of target vectors — column vectors of the classifier layer weight
matrix.
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To test this hypothesis, the similarity of two frequency vectors is determined by two methods: the
calculation of the Euclidean distance, illustrated in formula (4), and the calculation of the cosine distance, illustrated
in formula (5).

dE=YN00x; — y)* 4

i=0/, 1,12
dz= IN_(xivi) (5)

T yi=0 i=0 ’
N Oxi? BN 0 vi?

where de — Euclidian distance between vectors x and y, d. — cosine distance between vectors x and y, N
— vector size, approx. 192K.

In order to obtain the target vector, one first needs to collect text data for the corresponding class, process it
in the same way as the text data processing described above which was performed for existing image classes, obtain
a frequency vector for the new class and calculate the distance between this vector and the frequency vectors of all
the other classes. The result of this operation will be 2000 scalar values — one value per each class per distance
calculation method. To obtain the target vector, it is necessary to take a weighted average of the vectors. The
weights for this operation are the reciprocals of the distance between the vectors, as shown in formula (6).

i=1 -1
L= Zio00di i (6)

i=1 4-1 7
X10004;

where L — target vector, di — distance between frequency vectors of the i-th class and the new class, ai —
a column of the classificator layer which corresponds to the i-th class.

Thus, a target vector is generated for the new class, which is added to the weight matrix of the classifier
layer. To choose between the vector comparison methods, an experiment is conducted with the existing classes. To
do this, a small sample of validation classes is taken. For each of them, a target vector is generated by both methods.
When generating a target vector for a particular class, the frequency vector of this class does not participate in
calculating the distances, and in formula (6) the sums of 1000 elements are converted into sums of 999 elements.

Experiments

To test the hypothesis of a relationship between the similarity of frequency vectors and the similarity of
target vectors, first, it is necessary to choose between the methods of calculating the distances between vectors. For
this, four validation classes with the names koala, trailer_truck, bee and cheeseburger were selected. For each of the
classes, the values of the distances between the frequency vectors were calculated. Table 1 shows some of the

obtained distance values.
Table 1

Several values of frequency vector distances for the validation

Class name Euclidian distance Cosine distance
Closest class Furthermost Mean among all Closest class Furthermost Mean among all
(distance) class (distance) classes (distance) class (distance) classes
koala sloth_bear (0.31) apron (9.89) 474 sloth_bear (0.19) photocopier 0.62
(0.98)
trailer_truck pickup (0.55) poncho (14.21) 7.14 pickup (0.2) bubble (0.96) 0.59
bee fly (0.21) mortarboard 3.32 dragonfly (0.13) microwave (0.72) 0.63
(9.41)
cheeseburger rotisserie (1.35) umbrella (10.65) 6.04 hotdog (0.12) umbrella (0.88) 0.41

Next, to obtain the target vector for the validation classes, the weighted average value of the analogous
weight vectors for other classes was taken, according to formula (6). To reduce noise, vectors with weights less than
the average value for all classes were set to zero. Thus, only vectors with weight values above the average were
taken into account.

To evaluate the obtained target vectors, the vectors are tested as weights of the neural network. For this, for
each class, 1000 images corresponding to this class and 1000 images corresponding to other classes were randomly
selected. These sets were tested on three variants of the model, the original model with trained weights, a model
with weights for the corresponding class obtained by the described method using cosine distance, and a model with
weights for the corresponding class obtained by the described method using Euclidean distance. The EfficientNet-
v2-L model trained on the ImageNet dataset [17] is used as the basis. The effectiveness of the model is assessed by
the F-score measure. In this case, the calculation is performed exclusively for the validation classes, i.e., binary
classification is considered, other previously trained classes are ignored and each class is evaluated separately. The
results obtained show that the use of cosine distance is more effective. The test results are shown in the graph in
Figure 2.
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0,25

0,00

koala trailer_truck bee cheeseburger

Fig.2. Validation classes F-score graph. Black denotes values for the trained model, dark-gray — values received via generated target
vectors obtained with the use of cosine distance between frequency vectors, light-gray — values received via generated target vectors
obtained with the use of Euclidian distance between frequency vectors.

The mathematical expectation of the F-score values that could be obtained with random weights for binary
classification is 0.5. The graph shows that the empirically obtained values for weights generated using Euclidean
distance are close to random. Also, the graph shows that the F-score values obtained when evaluating the model
with weights generated using cosine distance are higher than random, but lower than those obtained with the trained
model.

To further evaluate the method, the same algorithm for generating the target vector was performed for a
new class that the model has never seen before. The class is called “warship”, its representatives are images of
modern military ships. To obtain data for this class, data from Wikipedia from the article "Warship" was used, 25
public domain images of warships were collected for testing, and descriptions of these images were written
manually. The class description and image descriptions were processed using the method detailed above. For the
obtained frequency vector, cosine distances were calculated with the frequency vectors of other classes. Using these
distances, the weighted average of the weight vectors was obtained, i.e. the target vector of the warship class. The F-
score value of the binary classification obtained for this vector on 25 images is 0.66.

Conclusions

This article proposes a method for expanding a neural network classifier of images to obtain a model that is
capable of recognizing new image classes i.e. classes that are not present in the training set. At the same time, the
neural network itself can have an arbitrary architecture, and the possibility of expanding the model should not be
prepared for at the time of training. This allows the use of almost any modern classifier model, including those that
are available publicly for free. At the same time, the method itself does not involve training the neural network,
which significantly reduces the requirements for hardware.

The method itself does not provide high quality compared to training a neural network. However, given the
complete absence of training data and the need to retrain the model, the obtained measurements can be considered
acceptable. The experiment described in this article demonstrates the efficacy of such an approach. The neural
network model obtained during the experiment reaches the average F-score value of 0.62 for binary classification
among the five test classes.

The application of the proposed method is possible to obtain a high-quality base line for fine-tuning a
neural network based on a small amount of data. If the model retrained on several image examples cannot achieve a
similar level of efficiency of binary classification as one obtained via the proposed statistical method, it is rational to
use the method proposed in this article instead of retraining.

Also, the method can be used in conditions of complete absence of examples for a new class. After all, to
obtain similar efficiency from other zero-shot training methods, it is a model of a specific zero-shot-friendly
architecture must be used.
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