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SYSTEM FOR CYBERSECURITY EVALUATION OF CORPORATE NETWORKS

In the context of rapidly increasing cyber threats and the growing complexity of corporate IT infrastructure, ensuring a
reliable and proactive approach to cybersecurity is becoming critically important for organizations of all sizes. Traditional
cybersecurity assessment methods often fail to keep up with the dynamic nature of emerging threats — necessitating the
development of more adaptive and intelligent evaluation systems. This article presents a comprehensive modular system for
assessing the cybersecurity level of corporate networks — offering a holistic view of the security landscape by integrating both
technical and organizational indicators.

The proposed system utilizes self-organizing analytical methods to dynamically process large volumes of data related to
vulnerabilities, configuration states, and network behavior patterns. Through intelligent algorithms and adaptive learning, the
system is capable of autonomously detecting anomalies, evaluating potential attack vectors, and correlating threats with the
network’s weak points. Additionally, the inclusion of organizational factors — such as policy compliance, user behavior, and access
structures — enables a more contextual and in-depth risk assessment.

A key advantage of the system is its ability to perform real-time monitoring and dynamic risk evaluation — empowering
decision-makers to take informed actions in response to incidents. The system's architecture supports scalability and compatibility
with existing security tools and network management platforms.

To validate its effectiveness, the system was implemented and tested in a simulated corporate environment reflecting
modern structural and operational challenges. The experimental results confirmed its capability to identify vulnerabilities, prioritize
responses, and enhance overall cyber resilience.

This research contributes to the advancement of next-generation cybersecurity assessment tools — ensuring the
continuous improvement of corporate defense mechanisms in an ever-changing cyber landscape.
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PAMCBKWH Irop, IPO3]1 Annpiii, TUT'VH Onekciii

XMeNnbHUIBKUI HAllIOHAILHUIN YHIBEPCUTET

IIOHOYOBHA Osmena

IMonTaBCchbKMil Nep)KaBHUIL arpapHuUil YHIBEPCUTET

CUCTEMA OINIHIOBAHHSA KIBEPBE3IIEKH KOPIIOPATUBHUX MEPEXK

Y KOHTEKCTI CTpIMKOro 3pOCTaHHS KIb6EP3arpo3 Ta 3pOCTaroHOi CKAagHOCTI  KopriopatvBHoi  IT-IH@pacTpykTypu
3a6e3reyeHHs] HaalMiHoro Ta fpoaKTUBHOMO MiAXoay A0 Kibepbe3neku CTac KpUTUYHO BaXI/MBUM A715 OpraHi3auii 6yAb-sKoro
macltaby. TpaguuiviHi METOAN OLIIHIOBaHHS KIOEPOE3NEKHU HYacTo HE BCTUIaroTb 3a AMHAMIKOKO 3MIH Y 3arpo3ax, LYo 3YMOBJ/IOE
HEOOXIAHICTL PO3PO6KU Gifbll SABMTUBHUX Ta IHTENIEKTYA/IbHUX CUCTEM OLIHKA. Y LIV CTaTTi MPEACTaB/IEHO KOMIT/IEKCHY MOAY/IbHY
cucTemy [U1S OLiHKN PIBHS KIOEPOE3EKU KOPIIOPaTUBHUX MEPEX, SKa 3abe3redye LilicHe 6aqYeHHs 6e31eKoBOi cnTyaLjii L/ISXoM
IHTEerpawii K TEXHIYHUX, TaK | OPraHi3aLiviHuX rMOKa3HUKIB.

3arpornoHoBaHa cuCTeMa BUKOPUCTOBYE CaMOOPIaHI3YoYi aHaniTuYHi METOAN A/151 AMHAMIYHOI 06pOBKu Be/MKkux 00CsriB
AGHUX PO BPaz/IMBOCTI, KOHQIrypaLiviHi cTaHn Ta MOBELIHKOBI 0COB/IMBOCTI MEPEXT. 3aBASKU [HTEIEKTYA/IbHUM a/iropUTMaM 1a
anantTuBHOMy HaBYaHHIO CUCTEMA 34aTHa aBTOHOMHO BUSIB/ISITH GHOMAJT, OLIHIOBATYH MOTEHLVHI BEKTOPMU atak i CriiBBIAHOCUTH
3arpo3u 3 BPA3/MBUMU MICLSMU CUCTEMH. [JOAATKOBO, BPAXyBaHHs OPraHi3auiviHux QakTopis — Takux SK BIAIOBIAHICTE MO/IITUKAM,
10BELIHKA KOPUCTYBa4is 1a CTPyKTypa AOCTyrly — 3abe3rieyye bifibLL KOHTEKCTYasIbHy Ta I/IMOOKY OLiHKY PU3MKIB.

OLHIEID 3 KITIOHOBUX TEPEBAI CUCTEMYU € MOXIMBICTL 34IMCHEHHS MOHITOPUHIY B PEa/IbHOMY Yaci 1a AMHAMIYHOI OLIIHKM
DPU3MKIB, 14O [O3BOJISE KEPIBHUKAM MPUIMaTV OBrpyHTOBAHI PILLIEHHS A/1S CBOEYACHOIO PEaryBaHHs Ha IHUMAEHTU. ADXITEKTypa
cuctemu nNepeL6aYac MacluTaboBaHICTb [ CyMICHICTb 3 ICHYIOYUMU 3aC00aMu 3axuCTy Ta r1aT@opMamu yrpassiiHHI MEDEXED.

AN MiATBEPAKEHHS €PEKTUBHOCTI cucTema b6y/ia peasizoBaHa Ta fpoTECTOBaHA y MOAEOBaHOMY KOPropaTuBHOMY
cepegoBuLli, WO BIAOGPAXAE CyYacHi CTPYKTYPHI Ta onepauivini BUKIKW. Pe3ysibTatv eKCrIEPUMEHTY MIATBEPAWM i 34aTHICTb
BUSIB/ISITU BPA3/IMBOCTI, BU3HAYaTH IPIOPUTETH PEAryBarHHs Ta 3MILHIOBATY 3ara/ibHy KIOepCTIviKICTb.

Lle AOCTIMKEHHS pOOUTL BHECOK Y PO3BUTOK IHCTPYMEHTIB OLJIHIOBAHHS KIGEPOE3NEKM HOBOrO 336E3reqyroy MocTiviHe
BAOCKOHA/IEHHS KOPIIOPaTUBHNX MEXAHI3MIB 3aXVNCTy B yMOBax MIH/IMBOIO KIOEPCEPEAOBMLYA.

KITo40Bi C/10Ba. KOPriopaTuBHIi MEPEXI, PO3II0AINIEHI cucTeMY, KIOEDOE3IEKA.

Introduction

In today's digitally interconnected world, corporate networks have become critical infrastructures that
support core business operations, data exchange, and communication processes. As organizations increasingly rely
on complex information systems, the potential attack surface expands, exposing networks to a broad range of cyber
threats. These threats — ranging from malware and ransomware to advanced persistent threats and insider attacks —
continue to grow in sophistication, frequency, and impact. Consequently, ensuring the cybersecurity of corporate
networks has evolved from a technical challenge into a strategic necessity for maintaining operational continuity,
protecting sensitive data, and preserving stakeholder trust.
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Traditional cybersecurity assessment methods often rely on periodic audits, rule-based monitoring, or
reactive measures that are insufficient in addressing modern, dynamic threat landscapes. Static approaches fail to
capture real-time changes in network topology, user behavior, or system configurations, limiting their effectiveness
in identifying and mitigating emerging threats. Furthermore, many existing solutions focus primarily on technical
vulnerabilities while neglecting the organizational and procedural factors that also influence the overall security
posture.

To address these limitations, there is a growing need for adaptive, comprehensive systems capable of
continuously evaluating the cybersecurity state of corporate networks. Such systems should integrate both technical
and organizational indicators, provide real-time insights, and support proactive risk management strategies.

This article presents a novel system for cybersecurity evaluation designed specifically for corporate
networks. The system incorporates self-organizing analytical methods to interpret vulnerability data, configuration
states, and behavioral patterns across the network. It enables real-time monitoring, dynamic risk assessment, and
prioritization of mitigation efforts based on contextual analysis. The architecture is modular and scalable, allowing
for seamless integration into diverse IT environments.

The following sections describe the system's design and implementation, followed by an evaluation of its
performance within a simulated enterprise environment. The results demonstrate the system's ability to enhance
situational awareness, support decision-making, and improve the overall cybersecurity resilience of corporate
networks.

Related works

Assessing cybersecurity in corporate networks requires sophisticated methods for detecting and responding
to various threats. Modern corporate networks function as distributed systems with partial centralization, where
decision-making on malware detection is structured as a decentralized subsystem. The use of characteristic
indicators and analytical models allows the system to evaluate the constituent states and determine the
corresponding reactions. Among the existing approaches, there is one that combines several methods for detecting
malware, treating system components as integral sensors [1][2].

Ensuring resilience to cyberattacks, particularly botnets, is a critical aspect of cybersecurity assessment.
The reviewed literature provides an example of a self-adaptive system for reconfiguring corporate networks based
on security scenarios obtained as a result of cluster analysis of network traffic features. Using a semi-supervised
fuzzy c-means clustering approach, the system detects cyber threats and selects security strategies to mitigate botnet
attacks, increasing network resilience [3]. Another three-tier botnet detection system model provides the ability to
identify both known and unknown botnets by combining host-level Bayes classification with network-level
extensions. This approach allows for efficient exchange of information in a distributed system and has demonstrated
promising results in the accuracy of botnet detection [4].

Distributed denial-of-service (DDoS) attacks are another major cybersecurity issue, especially in software-
defined networks (SDNs). To detect and mitigate these attacks, a machine learning-based framework has been
developed that uses the Support Vector Classifier and the Gradient Boost Classifier (SVC-GBC). With 99.4%
accuracy, this hybrid approach significantly improves SDN security by refining detection granularity and
strengthening defense mechanisms [5]. In addition to intrusion detection, anomaly detection in distributed systems
remains a challenge due to complex dependencies between system logs. A deep learning-based Time Logical
Attention Network (TLAN) has been introduced to model both time series patterns and logical dependencies,
improving anomaly detection performance while reducing false signals [6].

The reliability of cybersecurity assessments in distributed systems is further enhanced by failure detection
mechanisms. These mechanisms monitor the activity of nodes to identify faults and increase the fault tolerance of
the system. Systematic analysis of fault detectors in distributed environments highlights their role in ensuring the
reliability of services by solving matching and failure problems [7]. Log-based anomaly detection (LAD) also plays
an important role in cybersecurity assessment, using system logs to identify potential threats and service anomalies.
The overall structure of LAD for distributed systems includes logging grouping and feature mining to improve
detection efficiency, demonstrating its applicability in real-world distributed environments [8].

In addition, privacy issues in distributed computing require robust security systems. The study of privacy in
distributed systems focuses on the risks associated with data evaluation and information tracking, emphasizing the
relevance of zero-trust security models for the secure implementation of systems in cloud architectures [9]. As the
complexity of distributed systems continues to grow, effective system audit mechanisms that combine advanced
analytics and artificial intelligence are becoming important for vulnerability monitoring and improving security [10].

These advances together contribute to the creation of a comprehensive cybersecurity assessment system
that ensures the resilience of corporate networks to evolving threats. Cybersecurity assessments in corporate
networks should address issues related to reliability, anomaly detection, and compliance with security policies. The
zero-trust security model emphasizes the need to validate on-premises servers on corporate intranets, however,
existing certification methods remain unavailable to small organizations due to cost and complexity. This gap leads
to dependence on self-signed certificates, increasing vulnerability to impersonation and unauthorized access, which
ultimately violates the principles of zero trust [11]. To improve the detection of security threats in large-scale
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distributed systems, a federated approach based on learning has been proposed, integrating multimodal large
language models. This system handles a variety of data sources, achieving 96.4% accuracy while maintaining data
confidentiality and computational efficiency, demonstrating significant improvements over traditional detection
methods [12].

Anomalies in distributed systems pose significant risks due to time delays and deterioration in data quality.
A deep learning-based real-time data quality assessment system has been implemented, which uses adaptive neural
networks and parallel processing to provide scalable, low-latency anomaly detection. Evaluations on large-scale
datasets confirm the system's effectiveness in maintaining high detection accuracy when processing more than 1.2
million events per second [13]. In cloud computing environments, optimizing resource allocation is critical to
maintaining efficiency. Machine learning-based approaches, combining deep learning and genetic algorithms, have
been developed to improve resource planning, addressing issues such as load imbalances and low utilization [14].

Further advances in distributed computing focus on accountability, leadership selection, and safe
randomness generation. The framework for accountable and reconfigured distributed systems enables seamless
adaptation in response to failures using lattice agreement abstraction. In addition, innovative cryptographic protocols
improve leadership elections on partially synchronous blockchains, improving consensus mechanisms and system
resilience [15]. As distributed systems increasingly rely on log-based monitoring to assess security, the reliability of
deep learning models against malicious attacks is a growing concern. A new attack method, LAM, manipulates
streaming logs to avoid detecting anomalies, highlighting the need for enhanced security measures against
adversarial manipulation [16].

Security policies in distributed systems also need to be flexible and validated in different implementations.
A language-independent policy review system ensures compliance with security policies by analyzing I/O behavior
instead of relying on programming language restrictions. Evaluations demonstrate its applicability in real-world
protocols, which reinforces the need for adaptive security policies [17]. Blockchain technology also contributes to
cybersecurity by increasing the transparency and security of data in distributed governance systems. However,
issues such as scalability and interoperability must be addressed in order to fully exploit the potential of blockchain
to protect sensitive data [18]. Finally, advances in deep learning to detect anomalies in distributed system logs
introduce models that integrate global spatiotemporal features, greatly improving the accuracy of detecting security
threats in complex environments [19]. These changes combine to contribute to the reliability and effectiveness of
cybersecurity assessments in corporate networks.

Cybersecurity assessments in corporate networks must constantly adapt to changing threats and
technological advancements. Distributed systems and computational approaches, including blockchain technology
and distributed ledgers, offer significant potential to improve financial crime prevention and cybersecurity by
increasing transparency and reducing fraud risks. However, issues such as regulatory compliance, interoperability,
and integration with existing infrastructures must be addressed to maximize these benefits [20]. A proactive
approach to security is essential in distributed environments, and the integration of DevOps methodologies enhances
security by embedding threat detection into the development lifecycle, automating monitoring, and using behavioral
analytics to detect anomalies in real-time. This strategy contributes to the formation of a culture of shared
responsibility for safety and compliance with legal standards [21].

The diversity of systems is another key factor in improving the reliability and security of distributed
communication networks. Analytical models based on tension-force analysis quantify these improvements,
providing valuable information about the stability of the system [22]. In the context of intelligent distributed systems
(SDS), ensuring data security and interoperability is critical for the seamless exchange of information between
industries such as healthcare, utilities, and supply chains. Setting global security standards can provide a framework
for authentication, collaboration, and protection against cyber threats in SDS environments [23]. The growing
integration of IoT with cloud computing introduces new vulnerabilities, requiring a comprehensive security
framework that increases resilience to cyber threats while maintaining scalability and adaptability in distributed
environments [24].

Data privacy remains a major concern, especially in areas such as education and healthcare. Distributed
computing offers improvements in security and response times, however, centralized platforms often outperform
distributed systems with privacy-preserving techniques such as k-anonymity, t-proximity, and pB-probability.
Comparative analysis of these approaches reveals trade-offs in runtime, memory requirements, and suppression
levels [25]. In healthcare, foggy computing is a promising solution for real-time patient monitoring, but security and
privacy concerns must be addressed through encryption, access control, and data analysis techniques that preserve
privacy [26]. Risk assessment in distributed information systems requires a dynamic, multi-layered approach that
integrates quantitative, qualitative, and hybrid methodologies, using security metrics for accurate and reliable
cybersecurity assessments [27].

Cybersecurity threats in smart networks highlight the importance of advanced threat detection mechanisms.
Traditional supervised learning methods for detecting cyberattacks require a variety of training datasets that may not
always be available. Unsupervised data mining approaches, especially for detecting false data attacks (FDIA), offer
a more efficient alternative, relying solely on conventional event data to train detection models. Comparative studies
demonstrate that unsupervised algorithms are superior to supervised and deep learning methods in detecting
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unknown attack patterns, increasing cybersecurity in smart grid infrastructures [28].

These advances combine to strengthen cybersecurity assessment systems in corporate networks, ensuring
resilience to sophisticated cyber threats. Cybersecurity assessments in corporate networks should include advanced
cryptographic techniques to reduce the risks of data breaches in distributed environments. Cloud cryptography plays
a crucial role in protecting data storage and transmission through the use of encryption mechanisms, intrusion
detection systems, and firewalls. These technologies strengthen data protection in cloud-based distributed systems,
preventing unauthorized access and infiltration of malware [29]. With the expansion of cloud and edge computing,
Al-powered forensic tools have become effective solutions for detecting and mitigating the effects of cyber
incidents in real-time. Machine learning and deep learning techniques improve forensic analysis by improving
scalability, accuracy, and response time when detecting cyber threats in distributed systems [30].

The function for evaluation fo cybersecurity of computer stations
Let's set two functions to assess the level of network security, where the first will reflect the likelihood of
significant interference of an attacker in any critical component of the network.
First, let's define the vulnerability of a component as the probability of its compromise regardless of the rest
present in the network. Corresponding formula is:

V=wsS+ wp(1—-P)+ wyU, (1)

where S is the software vulnerability level in range [0,1], P is the effectiveness of cybersecurity policies in
range [0, 1], 1 standing for maximal security, U — probability of compromise due to a human error, wg, wp, Wy are
the weight coefficients.

Let's reveal the components of the formula further. P should be defined by cybersecurity professionals
independently on a case-by-case basis, as different organizations have different approaches to setting up appropriate
processes. In the context of this work, we will determine U according to the frequency of phishing attacks and other
situations of compromise of network users in its history. S will be determined by the formula

CVSS
10 ’

S = Xiely i * @
where N, is the total number of vulnerabilities on the node, CVSS), is the assessment of the criticality of the
k-th vulnerability on the CVSS scale (from 0 to 10), w,, is the weighting coefficient, which determines the impact of
each vulnerability.
Vulnerability search for S calculation can be organized using vulnerability scanners. Thus, the formula for
the vulnerability of one component independently of the rest of the network:

CVSSk
10

V= w5 Nty 0 x £+ wp(1=P) + wyU, 3)
It should also be borne in mind that the compromise of one host in the network also endangers other
components of the network. To do this, we will specify a formula to determine the probability of compromise of

host j if host i was compromised:
Gij = wTTij + a)p(l - FU) + (I.)L(l - Lij)’ (4)

where Tj; is the the level of connection openness normalized in the range [0,1], where 1 means a fully open
channel and 0 is a fully isolated connection, F;; is the effectiveness of firewalls and traffic filtering (from 0 to 1,
where 1 means maximum protection), L;; is the encryption level (0 to 1, where 1 means full encryption and 0 means
fully open traffic).

Let's put these two formulas together to determine the probability of its compromise for each host and,
accordingly, calculate the chance of compromise of any of the important hosts.

¢s =L (1= Vo) * D% (1 - Vi), 5)

where CS is the overall level of cybersecurity in the corporate network, M is the number of important
network components, a is the list of important network components.

These formulas are based on comprehensive mathematical modeling that adequately accounts for both the
internal characteristics of each host and the interdependencies between them. The vulnerability level of each node V
is determined by three key parameters: software vulnerabilities S, the effectiveness of security policies P, and the
probability of compromise due to human factors U. This structure aligns with modern cybersecurity threat analysis
practices, where most incidents stem not only from technical flaws but also from social engineering and imperfect
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security administration. The use of weighting coefficients enables the model to reflect the relative importance of
each factor in a given context, making the evaluation adaptable to the specific conditions of the network.

Further modeling of the probability of attack propagation across the network through the function G (i, j)
captures the probabilistic nature of inter-node interaction, where the risk of transmission depends on parameters
such as connection openness, firewall effectiveness, encryption levels, and anomaly detection capabilities. This
formula is crucial, as it accounts for not only the vulnerability of individual components but also their potential
influence on other nodes—an essential distinction from traditional approaches that treat hosts in isolation.

The final stage involves the calculation of the overall cybersecurity level of the network CS, which is
derived by combining all obtained V and G values. The formula for CS implements a multiplicative scheme that
accurately reflects the cumulative nature of risks: even if a single host is highly vulnerable and located in a poorly
protected segment, it can impact the security of the entire system. This approach allows for the estimation of the
probability of a successful attack not only on isolated components but on critical infrastructure as a whole.

Taken together, the proposed formulas are not only mathematically sound but also effective in addressing
the task of constructing a comprehensive cybersecurity evaluation model for corporate networks. They provide a
high degree of accuracy, adaptability to changes in system configuration, and the ability to tailor to specific threats
and architectures, making the proposed methodology universally applicable across a wide range of practical
implementations.

Practical implementation of the system

The method for synthesizing self-organizing systems for cybersecurity assessment of computer stations is
based on constructing a system capable of real-time monitoring of the corporate network and individual computer
stations. It continuously collects relevant metrics and computes a cybersecurity evaluation function. The central
element of this system is a function that reflects the current level of protection of the information infrastructure,
taking into account numerous interdependent factors. This function should be formed based on aggregated indicators
of system process activity, configuration integrity, network connection status, and the degree of vulnerability
derived from known technical software characteristics and the enforcement level of access control policies.

To deploy the evaluation system, an initial configuration of coefficients and values is required—parameters
that cannot be accurately assessed using purely technical methods. Let us now consider Formula 3, which calculates
the vulnerability of each individual computer in the network:

Ne

V=ws ) wg*xCVSS, + wp(1—P) + wyU
k=1

In this formula, the weighting coefficients wg, wp, wy, as well as the values of P and U under ideal
circumstances, should be determined by cybersecurity experts for each specific case of a corporate network. This
approach assumes individual customization of the evaluation system, taking into account the architecture's specifics,
the types of information assets, the organizational structure of the enterprise, as well as the potential attack vectors
characteristic of a particular industry or region. Alternatively, the following values for the weighting coefficients are
proposed:

Network Scenario Wg wp Wy
Techno-centric organization 0.7 0.2 0.1
Institution with a bureaucratic structure 0.2 0.5 0.3
Company under active phishing conditions 0.3 0.2 0.5

Similarly, the values P and U should also be determined by cybersecurity experts (ideally) based on an
audit that demonstrates the network's security policies comply with the latest standards and that personnel are
knowledgeable and proficient in computer usage. Alternatively, the value of P can be roughly estimated based on
components such as the existence of documented security policies, the currency of the policies, access control,
password management, and incident response. Likewise, the value of U can be approximated based on other factors
and historical data: the frequency of phishing incidents over the past year, the level of personnel awareness
(tests/surveys), the availability of regular training, incidents of password/access loss, and the results of social
engineering simulations.

To determine the remaining values in the formula (wy, N,, CVSS;) specialized software and additional
resources are required. To obtain CVSS, it is recommended to use the OpenVAS vulnerability scanner. This is a
free and open-source software — which ensures there is no misuse of network access by the developers — provided
that changes to the open code are regularly reviewed. For the cybersecurity evaluation system to function properly,
it is necessary to regularly run vulnerability scans on the computer. As a result of these scans, the program generates
a report, and the CVSS values extracted from it will be used for further calculations.
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To determine wy, N, , it is proposed to use daily updated data from the Exploit Prediction Scoring System
(EPSS) model. This is a system that estimates the probability that a specific vulnerability will be exploited in the
real world within the next 30 days. Data can be obtained via API or by downloading reports in CSV format. Each
row in the file is a triplet: CVE (vulnerability identifier), EPSS (probability of exploitation), Percentile (probability
percentile for the given vulnerability). N, will be taken as the number of vulnerabilities in the EPSS report, and w;, —
EPSS,, , normalized in such a way that the sum of all values equals one. In this way, the weight of a vulnerability
will be proportional to the probability of encountering it.

Let us consider formula 4:

Gij = wrTyj + wp(1 = Fj) + w (1 = Lij) + wp(1 = Dyj),

where Tj; is the level of openness within the range [0, 1], Fj; is the effectiveness of firewalls and traffic
filtering within the range [0, 1], L;; is the level of encryption within the range [0, 1], D;; is the level of anomaly
detection within the range [0, 1], wy, wg, w;, wp — the weighting coefficients.
The weighting coefficients wy, wg, w;, wp should be defined by the CISO (Chief Information
Security Officer) or a security analyst. For example, in a cloud environment with many open ports but strong
encryption — more weight should be assigned to wr, and less to w;, whereas in an environment without IDS/IPS
(Intrusion Detection/Prevention Systems) — wp should be increased.
This can be implemented in the form of a risk profile table:

Scenario wr Wp W wp
Cloud infrastructure 0.1 0.5 0.2 0.2
Corporate local network 0.1 0.4 0.3 0.2
Minimal access control 0.1 0.2 0.1 0.4
It is also necessary to define Tjj, Fyj, L;;, D;;. Let us calculate Ty;:
N,
Ty =3, @.1)

where N, is the number of open ports excluding standard encrypted ones (e.g., HTTPS), and N, is the
maximum allowable number of open ports, typically set to 10.

Let us calculate F;;. This is done through periodic active testing — by generating requests that simulate
malicious traffic. It is recommended to use the open-source tool hping to generate such traffic. The formula is:

F = Nrailed (4.2)

j — )
J Ntests

where Nfgjjeq is the number of malicious test requests that were not blocked during testing, and Nyeges — is
the total number of tests conducted.

Let us calculate L;;. It is proposed to use the tool SSLyze to scan network connections and assess the
strength of encryption. Based on the scan results, a numerical value can be estimated for use in formula (4). Since
TLS 1.3 is currently considered the most secure transport layer encryption protocol, it is rated as L;; = 1. SSL,
being outdated and known to contain vulnerabilities, is rated as L;; = 0. . For intermediate values, we assign L;; =
0.7 for TLS 1.2 and L;; = 0.3 for TLS 1.1.

Results of the experiment

To evaluate the effectiveness of the proposed model, an experiment was conducted that simulates the
operation of the implemented cybersecurity assessment system under conditions close to a real-world environment.
The testing involved simulating the activity of network nodes over the course of one week with an hourly time step.
During the experiment, dynamic updates of input parameters were implemented — these parameters influence the
vulnerability level of individual computers and the probability of their compromise as a result of interaction with
other nodes in the network.

The model components responsible for forming the vulnerability and compromise probability functions
were manually configured based on assumptions about the typical characteristics of an organizational IT
environment. In particular, the weight coefficients for the technical, policy-related, and human vulnerability
components were set according to conditionally prioritized security concerns. Similarly, the weights for traffic,
filtering, encryption, and network remoteness parameters were chosen to reflect the characteristic risks of network
intrusion through interactions between individual computers. The values of the manually configured parameters are
as follows: wg = 0.7, wp = 0.2, wy = 0.1, wr = 0.1, wp = 04, w;, = 03, wp, = 0.2,P = 09,U = 0.1.
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As part of the experiment, isolated peak deviations were manually introduced for critical nodes — computers
No. 1-3, — simulating episodic increases in risk level. These peaks were implemented by artificially adding a
noticeable number of high-rated technical vulnerabilities, equivalent to a situation where a new set of critical
vulnerabilities is discovered on a specific host, for example, due to a missed update or newly identified software
flaws. As a result, there were short-term but sharp increases in the V indicator, which are clearly visible in Fig. 1-3.
Fig. 4-5 show vulnerability chart with no serious peaks.

The chart of the overall cybersecurity level CS (Fig. 6) serves as a key analytical tool that enables a
comprehensive assessment of the security situation within the network, taking into account both the local
characteristics of individual nodes and the impact of inter-node interactions. The construction of this indicator is
based on integrating the vulnerability assessments of critical computers with the probabilities of their compromise
by other elements of the system. This approach provides a multidimensional view of risks, allowing not only for
isolated evaluations of individual hosts but also for tracking systemic dependencies and potential attack chains.

This chart holds particular value from the perspective of real-time monitoring — it makes it possible to
identify critical time intervals during which a sharp decline in the security level is observed, and to correlate these
changes with specific hosts exhibiting increased vulnerability or an escalating threat of compromise. In combination
with the V; graphs, which provide detailed insight into the sources of these changes, the CS graph enables the
operator to instantly assess the overall network situation, localize problem areas, and take timely measures to
eliminate vulnerabilities or reduce the risk of attack propagation.

Thus, CS visualization serves as an effective real-time decision-making mechanism, which is especially
important in the context of a rapidly changing threat landscape. Its integration into the security management system
significantly enhances the response speed and the rationality of actions taken by the administrator or automated
defense systems.

Conclusions
The proposed system for cybersecurity evaluation of corporate networks effectively integrates technical,
organizational, and human factors into a comprehensive framework. By employing adaptive mathematical modeling
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and real-time data analysis, it provides an accurate, dynamic assessment of a network's security posture. The
approach's strength lies in its flexibility—allowing parameter customization based on the specifics of an
organization—and its capability to evaluate not only isolated vulnerabilities but also interdependencies between
network nodes. Experimental implementation demonstrated the model's practical applicability and its usefulness for
identifying weak points, prioritizing response measures, and enhancing decision-making in security management.
This system represents a significant step forward in proactive cybersecurity assessment, offering organizations a
scalable and intelligent tool to fortify their digital infrastructure against evolving threats.
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