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METHOD FOR OBTAINING ROTATION-INVARIANT IMAGE REPRESENTATION
BY REMOVING ORIENTATION FEATURES FROM AUTOENCODER LATENT
SPACE

In many computer vision tasks, accurate object recognition is complicated by arbitrary object orientations. Ensuring
rotation invariance is critical for improving classification accuracy and reducing errors related to the varying placement of objects.
This issue is particularly important in real-world environments, where object orientation is rarely controlled.

The goal of this study is to develop a method that allows separating rotational features from the semantic essence of an
object, while preserving high classification accuracy after removing orientation-related components. This approach enables the
construction of models that remain effective under a wide range of input perspectives, thus improving robustness in practical
applications.

The proposed method is based on using a convolutional variational autoencoder trained on a dataset of images subjected
to various rotation angles. Linear regression is then used to identify those latent components that correlate most strongly with the
rotation parameter. These components are removed, and the remaining features are used for classification. Additionally, image
reconstruction is performed from the reduced latent vector to visually validate rotation invariance and evaluate the preservation of
object shape.

Experiments on a synthetically rotated binarized digit dataset (modified MNIST) demonstrated that removing rotation-
sensitive components led to a classification accuracy decrease of no more than 25-30% across latent space dimensions 3-10 (e.g.,
normalized accuracy dropped from 1.000 to 0.704 at d = 7). Reconstruction experiments showed that the semantic shape of digits
was preserved, while specific orientation information was suppressed.

The scientific novelty of this work lies in introducing a simple and reproducible method for removing orientation-related
features from the latent space of an autoencoder without modifying the model architecture or introducing specialized regularizers.
The practical significance of the method is in reducing the influence of arbitrary object orientation on recognition accuracy, thereby
increasing the universality and reliability of vision systems in uncontrolled settings. The proposed approach may be useful for
building classifiers capable of handling images with varying or unknown orientations during data collection.

Keywords: variational autoencoder, feature disentanglement, rotation invariance, semantic representation, convolutional
architecture, image classification, algorithms, machine learning

BEJIPATIOK I'anna

XMeJNbHUIBKUH HalliOHAIBHUH YHIBEPCUTET

METO OTPUMAHHS OBEPTAJIBHO-IHBAPIAHTHOI'O IPEACTABJIEHHSA
305PAKEHb IIJIIXOM BUJIYYEHHS O3HAK OPIEHTAILIL 3 JATEHTHOI'O
MMPOCTOPY ABTOKOAYBAJIbBHUKA

Y 6ararbox 3aga4yax KOMITIOTEPHOIO 30py €QPEKTUBHE PO3ITI3HABAHHS OO E€KTIB YCKIGAHIOETLCS AOBITbHOK OPIEHTALIER
O6'€KTIB CLEHN. 3abe3rneyeHHs IHBapiaHTHOCTI A0 OPIEHTALI € KPUTUYHUM A/15 MTIABULLEHHS TOYHOCTI KacU@iKaLii' 7@ 3MEHLLIEHHS
[IOMWIIOK, I1OB'S3aHNX 3 PI3HNM PO3TaLLYBaHHSM 00 €KTIB. Lle 0cob/mBO BaX/mMBO B yMOBax peasibHoro CEpEAOBULYE, A€ OPIEHTALIA
06 €KTIB PIKO € KOHTPO/ILOBAHOIO.

MeToro AOC/AKEHHS] € PO3POBTIEHHS METO4Y, O AAE 3MOry BIAOKPEMUTH O3HAKU [10BOPOTY Bifi CEMAHTUYHOI CYyTHOCTI
06'€KTa Ta 36EPEITH 34aTHICTb 40 BUCOKOTOYHOI KIacUQIKaLil ric/is BU/TyYEHHS O3HAK, BIAIMOBIAA/IbHUX 38 OpIEHTAaLI0. Takmi rigxig
Cripusie 1o6yAoBI MOJENEY, SKI 3a/MLIAIOTLCS EQEKTUBHUMI HABITh 38 PI3HOMAHITHUX PaKypCiB BXIAHUX AaHUX, LO IABULLYE IXHIO
CTIAKICTB Y MPaKTUYHNX 3@CTOCYBAHHSIX.

3anporioHoBaHmi METOA 6a3yeTbCI Ha BUKOPUCTAHHI 3roPTKOBOroO BaplauiviHoro aBTOKOAEDa, SKuM CriovaTKky HaBYaeTbCa
Ha Habopl 306paxeHb i3 pi3HUMU KyTamu roBopoTy. [Ticis Ueoro 3a AOMOMOrow JiHIVIHOI perpecii BUsBASIOTLCS Ti KOMITOHEHTU
JIATEHTHOMO IPOCTOPY, LU0 HAUOIIbLLE KOPEIOIOTL (3 NapaMeTpoM 0BOPOTY. Lfi KOMIIOHEHTU BU/IyYatOTbCS, @ PELUTa O3HAK
BUKOPUCTOBYETBLCS A/151 KIacnikallli. [JoAaTKOBO BiAOYBAETLCS BIAHOB/IEHHS 300paXeHb 6e3 Bu/lyYeHnx KOMIIOHEHT, Lo AaE 3Mory
BI3Ya/IbHO MIEPEBIPUTH IHBAPIGHTHICTb A0 OBOPOTY Ta OLIHNTH, HACKIIbKU EPEKTUBHO 36EDIraETbCs PO3ITi3HaBAHHS POpMu 06 EXTA.

EKCIIEPUMEHTH HE [10BEPHYTOMY CUHTETUYHOMY — GIHapU30BaHOMY Habopi gaHux un@p (MogugikosaHmi MNIST)
110K33amm, LYo BUAGSIEHHS] KOMITOHEHTIB, YyT/IMBUX [0 0OEPTAHHS], MPHU3BOANIIO A0 HIKEHHS TOYHOCTI Knacu@ikauii He OifbLie Hix
Ha 25-30% A715 PO3MIPHOCTEN SIATEHTHOO NPoCcTopy BiA 3 A0 10 (Hanpukial, HOpMasi30BaHa TOYHICTE 3mMeHwmwiacs 3 1.000 4o
0.704 npn d = 7). EKCriepuMeHTH 3 PEKOHCTPYKLIIEID 300PaXeEHb 10K33a/M, L0 CEMaHTMYHa Gopma un@p 36epiranacs, To4i sK
IHGOPMAaLisl PO KOHKPETHY OPIEHTALYIIO MPUrHIidyBasacs.

HaykoBa HOBU3HA AOC/MKEHHS MO/ISIFAE B TOMY, LJO BREPLUE 3aMPONOHOBAHO MPOCTH Ta BIATBOPIOBAHMA METOH
BUJTYHEHHS] ODIEHTALIIHNX O3HAK I3 JIATEHTHOIO pPOCTOPY aBTOKO4EDPa 6e3 roTpebu y moamikauii apxitektypmu mogeni abo
3aCToCyBaHHS [0AATKOBUX PErynspu3aTopiB. [IpakTuYHE 3Ha4YeHHs poOOTH rO/ISrac y 3MEHLUEHHI BI/MBY LOBiIbHOI OpieHTaLi
O6'EKTa Ha TOYHICTb PO3III3HABAHHS, YO JO3BOJISIE MABULUNTYI YHIBEPCA/ILHICTL | HAAIHICTL CUCTEM KOMITIOTEDHOMO 30py B yMOBaX
HEKOHTPO/IbOBAHOIo pakypcy. OTpuMaHi pesysibTatv MOXYTb OyTu BUKOPUCTaHI 4715 0BYA0BU KAacn@ikaTopis, 34aTHNX eQEKTUBHO
nPaLroBaTH i3 306PAKEHHSIMY, y TKUX OPIEHTALIIST 06 EKTA 3MIHIOETLCS a60 HE € PIKCOBAHOIO 1if Hac 36MPaHHs JarHux.

Knto4oBi crioBa: BapiauiviHmi aBTOKOAED, BIJOKPEMIIEHHS O3HAK, IHBAPIAHTHICTL [O M0BOPOTY, CEMaHTUYHE 104aHHS,
3ropTKOBa apXITEKTYPa, KAaCUQPIKaLisi 300paXeHb, MALLUMHHE HABYaHHS
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Introduction

In computer vision tasks, the accuracy of object classification heavily depends on the model's ability to
account for geometric transformations, particularly arbitrary image rotations. In many practical applications — such
as automatic recognition of biological structures, detection of material surface defects, or symbol recognition in
digital documents — the position of the object in the image is uncontrollable. This creates a need for systems
capable of recognizing objects independently of their orientation, i.e., possessing the property of rotation invariance.

Existing methods aimed at achieving such invariance often involve modifications to convolutional neural
network architectures or the addition of special components to the loss function. However, these approaches tend to
be complex to implement, computationally intensive, or lack interpretability. Recent attempts have been made to
develop neural representations that explicitly separate object shape features from orientation information, but most
of these solutions remain insufficiently transparent or difficult to reproduce. There is thus a need for a simple and
interpretable approach that allows for the separation of rotation features without degrading classification quality.

The object of this study is the process of forming latent representations of images in neural networks used
for classification tasks.

The subject of this study is the structure of the latent space of a convolutional variational autoencoder and
its relationship to geometric transformations of input images, particularly rotations.

The aim of the work is to develop a method that enables the identification of latent space components
responsible for object rotation and, based on the remaining components, to form an invariant semantic
representation suitable for classification regardless of orientation.

To achieve this goal, the following tasks must be accomplished: — train a convolutional variational
autoencoder on a dataset of images with varying rotation angles; — use linear regression to identify latent space
components associated with rotation; — perform classification of images after removing these components; —
reconstruct images using only non-rotation features and assess their quality; — investigate how well the removed
components correspond to the rotation information.

The proposed approach addresses the existing gap between complex architectural solutions and the lack of
controllability over the latent space. It allows for the construction of interpretable and practically usable object
representations in tasks where geometric invariance is a crucial factor for recognition accuracy.

Problem statement
The task under consideration is to construct a latent representation of images that is invariant to the action
of the rotation group SO(2) in the image space. Let X € R¥*W denote the set of input images (e.g., grayscale digit
images of size 28 X 28 pixels) which can be arbitrarily rotated. Each image x € X is obtained as the result of the
action of a certain rotation g € SO(2) on a "canonical" image X:

x=g-% ge€S0(2).
Input variables:

. x € X — image with an unknown orientation;

. 6 € [—m, m) — (unobserved) rotation angle applied to the image;

. y € {1, ...,C} — class label for the classification task.

Output variables:

. z = f(x) € R% — latent representation obtained via a function f implemented by a neural
network (autoencoder);

. Zgem € R*™¥ — semantic part of the vector z with rotation-related components removed;

. ¥y = h(Zsem) — predicted class using only the semantic representation;

. X = dec(zgeym ) — reconstructed image recovered without rotation-related information.

Quality criteria:

. Minimization of the loss function L = L..on + Lk, characteristic for a variational autoencoder;

. Maximization of classification accuracy: P(y = y);

. Interpretability of the influence of the components of the vector z on 8, assessed through the
coefficients of a linear regression 8 ~ z;

. The quality of disentanglement is evaluated through the reconstruction of the image X from the
invariant part Zgep,.

Constraints:

. 0 is not directly observed — its influence must be assessed indirectly;

. Removal of rotation-related components should minimally affect semantic content but
significantly reduce dependence on orientation;

. The construction of zgep, should satisfy: Zger, (g * X) = Zgem (x) for all g € SO(2).
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Thus, the goal is to construct a transformation function f: X — R and a procedure for nullifying k
components of the latent vector z such that the invariant part zg,, provides high classification and reconstruction
performance independently of the input image rotation

Review of the literature

Ensuring invariance to geometric transformations, particularly rotations, constitutes one of the major
challenges in contemporary deep learning. Convolutional neural networks (CNNs) exhibit local invariance to
translations; however, they do not inherently guarantee invariance under the action of the SO(2) group without
additional architectural modifications or specialized training procedures [1]. In response, several architectures have
been proposed that are explicitly designed to achieve equivariance or invariance with respect to group actions.
Notably, group-equivariant convolutional networks (G-CNNs) were introduced in [2], and subsequent works [3,4,5]
further advanced this approach towards networks equivariant to continuous Lie groups.

Geometric deep learning, as a general paradigm, systematically investigates architectures grounded in
symmetries and group actions [6]. A formal framework within this paradigm involves the use of equivariant
convolutions as morphisms in the category of group representations [7,8]. Nevertheless, such architectures tend to
be complex, challenging to scale, and often difficult to interpret.

Concurrently, a parallel research direction has focused on the development of latent representations that
explicitly disentangle factors of variation, such as class, position, rotation, and scale. Beginning with [9], where [-
VAE was proposed as a method for disentangling features, numerous VAE variants have been introduced to enable
feature disentanglement at the latent level [10,11]. An illustrative example is Spatial-VAE [12], which models image
content and spatial arrangement separately.

Recent literature has increasingly emphasized the integration of geometric symmetries into deep generative
models. For instance, TARGET-VAE [13] incorporates group equivariance directly into the latent space. Related
approaches include methods based on implicit neural representations (INRs), which combine hypernetworks with
latent space regularization [14,15,16].

Despite considerable progress, significant limitations remain within existing approaches. Firstly, most
methods for feature disentanglement are not explicitly tied to the mathematical structure of geometric symmetries,
such as the SO(2) group. Secondly, even when invariance is achieved, it is often implicit, opaque, or obtained
through complex architectural modifications. Thirdly, the relationship between classification accuracy degradation
and the loss of geometric components in the latent space is rarely analyzed quantitatively.

The present work situates itself at the intersection of research on group action invariance and latent feature
selection. In contrast to models such as B-VAE, where factor disentanglement is achieved implicitly via global
modifications of the loss function, our approach explicitly and constructively enforces rotation invariance. This is
accomplished by evaluating the correlation between latent components and the rotation parameter, followed by the
removal of features most strongly associated with rotation. We propose a simple, transparent, and easily
reproducible method for constructing rotation-invariant semantic representations based on a convolutional
variational autoencoder, without modifying the architecture or introducing complex regularizers. This approach not
only enhances interpretability but also enables a quantitative evaluation of the contribution of geometric features to
overall classification performance. The method is applicable both to the theoretical analysis of latent space
invariance and to the practical design of classifiers robust to input image orientation changes.

Proposed technique

In this study, a convolutional variational autoencoder (Conv-VAE) is employed, specifically designed for
processing images with local structure. By local structure, we refer to the presence of spatial dependencies among
neighboring pixels, forming characteristic patterns (such as edges, contours, or fragments of objects) that can be
effectively extracted using convolutional filters.

The autoencoder consists of two components—the encoder and the decoder. The encoder receives the input
image and, through a sequence of convolutional layers and nonlinear activations, transforms it into a feature vector,
which is then fed into two separate fully connected layers. These layers produce the parameters of a multivariate
latent normal distribution: a mean vector u € R and a log-variance vector logo? € R%, where d denotes the
dimensionality of the latent space.

Based on these parameters, the model performs stochastic sampling using the so-called reparameterization
trick. The latent vector z € R is computed as:

z=u+0Qe¢,

where o € R is the standard deviation vector reconstructed from loga?, and & € R¢ is a vector of random
variables independently sampled from a standard normal distribution: & ~ NV (0,I). The operator (O denotes
element-wise multiplication. This reparameterization separates the stochastic and deterministic parts of the sampling
process, enabling optimization of the parameters u and loga? via gradient backpropagation.

This representation enables stochastic encoding while maintaining differentiability, which is crucial for
training using gradient-based methods.
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The decoder performs the inverse transformation from the latent space back to the image space. It accepts
the vector z and, through a sequence of transposed convolutional (or fully connected) layers, reconstructs an
approximation X of the original image x. The autoencoder is trained by minimizing a loss function composed of two
terms: the reconstruction error and the Kullback—Leibler divergence. The total loss function is given by:

L(x,%,u,loga?) =l x — & 1>+ D, (W (w, 02) 1| M(0,1)),

where the first term is the Euclidean norm of the difference between the input image x and its
reconstruction X, representing the reconstruction error. The second term is the Kullback—Leibler divergence between
the approximate latent distribution q(z|x) = N (u, 0%) and the prior distribution p(z) = N (0,I). In the notation
Dxi, (P Il Q), the symbol || denotes "relative to," indicating the direction of comparison: how much P diverges from
@, not the other way around. This regularization term encourages the latent variable distribution to remain close to
the standard normal distribution, ensuring the consistency of the latent space structure.

Thus, the latent space is formed as a stochastic mapping of the input image into a multidimensional
Euclidean space with a predefined dimensionality. During training, the network organizes the components of z such
that individual dimensions correspond to the most significant factors of variation in the input data. In our case, we
assume that one such factor may be the rotation angle of the object in the image, enabling further analysis of the
model’s invariance to the action of the group SO (2).

For model training, we used the classic MNIST dataset of handwritten digits, containing grayscale images
of size 28 x 28 pixels. To simplify the interpretation of results and to focus on geometric aspects of the
representations, all images were binarized using a thresholding operation with a fixed threshold value ¢t = 0.5. Thus,
each pixel in the image takes a value of either 0 or 1, allowing us to treat the objects as pure geometric shapes
without intensity variations.

To model the influence of geometric transformations, each base image x, was randomly rotated by an angle
6 uniformly sampled from the interval [—m, ). Formally, the transformed image x4 is defined as the result of the
action of a group element gy € SO(2) on x,, i.e.,

Xg = 9o X0, Ygo € SO(2),

where the action of gg is implemented as a rotation of the image around its center. This procedure injects
the geometric factor of variation—the rotation angle—into the input data.

The use of the group SO(2) is natural from the viewpoint of planar object symmetries, as it describes all
possible object orientations without altering their shape. Thus, the constructed dataset enables the study of latent
space invariance to the action of this group. In subsequent sections, we investigate the extent to which components
of the latent vector z are sensitive to variations in 8, and whether it is possible to disentangle the influence of
rotation from other semantic characteristics of the images.

After training the variational autoencoder model, each rotated image x4 is associated with a corresponding
latent vector z € R®. Since the rotation angle 6 is known for each image, it is possible to empirically evaluate the
dependency of 6 on the latent space components. To this end, an auxiliary linear regression task is considered,
where 8 is approximated by a linear combination of the components of z:

d
0 =,80+Z,8jzj+e,
j=1

where f; are the regression coefficients and ¢ is the random error term. The goal of this regression is not to
predict 8 but to quantitatively identify which latent components are most sensitive to variations in orientation.

Based on the obtained coefficients f;, their absolute values are computed, and the components z; are
ranked according to their influence on the rotation angle. Let J9 € {1,...,d} denote the subset of indices
corresponding to the components with the largest absolute coefficients:

Jp = Top-k(|B1l,1Bz1, -, |Bal),

where k is a predefined number of components considered rotation-sensitive. In typical experiments, values
of k = 2 or 3 are used, depending on the total dimensionality of the latent space.

Following the identification of such components, a procedure is applied to modify the latent vector z by
removing rotation-related information. This is achieved by zeroing out all components with indices in Jy, while
leaving the remaining components unchanged. Thus, the invariant part of the vector is formed as:

0, ifj €Ty, .
Zgom = {Zj’ ifj &7, forj=1,..,d.

The resulting vector z, is considered a semantic representation of the image, cleansed of rotation-related
components. In the following sections, the effectiveness of this modification in preserving object semantics while
mitigating the effect of orientation will be investigated.

Upon identifying the subset of latent components Jy most sensitive to image rotation, it becomes possible
to construct a partial representation of the object that excludes information about its orientation. This representation
should characterize only the semantic essence of the image—such as its class, shape, and stylistic features—and be
invariant under the action of the group SO(2).
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Formally, the invariant vector z,, is constructed by modifying the full latent vector z: all components with
indices j € Jq are zeroed out, while the others are left unchanged. Thus, a subspace of the latent space is defined in
which information about rotation is either eliminated or minimized.

The requirement for invariance under the action of the rotation group SO(2) is formulated as the
approximate identity between vectors obtained from different orientations of the same object. Let x be an arbitrary
image, and g € SO(2) be an arbitrary rotation, then we expect:

Zsem(g ' x) ~ Zsem(x)l Vg € 50(2)'

where the action g - x denotes the rotation of the image x by the corresponding angle. This property implies
that regardless of the object’s orientation in the image, its invariant latent representation remains a stable descriptor
of its shape and content.

This construction of z,.,, enables the separation of semantic information from geometric factors, making it
suitable for tasks such as classification, reconstruction, or comparison of objects independently of their orientation.
Subsequently, we will evaluate the effectiveness of the invariant representation as an alternative to the full latent
description.

For the experimental evaluation, a subset of 10,000 training images was used, generated by applying
random rotations to the original MNIST dataset. All images were binarized and resized to a fixed dimension of
28 x 28 pixels. The dimensionality of the latent space, denoted by d, was predefined depending on the specific
experiment, typically ranging from 5 to 10.

The experimental analysis involved three key procedures. First, object classification was performed using
both the full latent vector z and the invariant representation z,,, from which rotation-related components had been
removed. This allowed for assessing how much information relevant to class recognition is preserved after the
removal of geometric features.

Second, image reconstruction was performed based on both the full latent representation z and the invariant
representation Z.,. This enabled visual comparison of how well the reconstructed images preserved the object’s
shape while mitigating or removing orientation information.

Third, an analysis of the impact of component removal on classification accuracy was conducted. This
involved comparing classification results before and after removing the k most rotation-sensitive components. The
value of k was determined experimentally, depending on the distribution of regression coefficients in the 6 ~ z
model.

The criteria for selecting components were based on the significance of the regression coefficients.
Specifically, the components with the largest absolute contributions to the variation in the rotation angle were
selected. All computations were performed after training the Conv-VAE with a fixed architecture, without further
fine-tuning of the network weights.

Detailed quantitative evaluations and interpretations of these procedures will be presented in the following
section.

Experiments

The experimental part of this study is based on a step-by-step analysis of the latent space of a convolutional
variational autoencoder (Conv-VAE) to identify and eliminate components responsible for the object’s rotation. The
general scheme of the experiments involves several key steps.

In the first stage, the Conv-VAE model is trained on a modified version of the classic MNIST dataset,
where random image rotations within the angle range 8 € [—m, ) have been applied. As a result of training, each
image is associated with a latent vector z € R%, representing its internal representation in the model’s latent space.

The next step involves constructing a linear regression model that approximates the rotation angle 6 as a
linear function of the components of z. This allows for a quantitative assessment of the influence of each component
z; on the geometric property of orientation. Components with the largest regression coefficients are interpreted as
those containing information about rotation. Subsequently, a modified vector z,, is constructed, in which the
identified rotation-sensitive components are zeroed out. This vector is considered an invariant representation of the
image, preserving its semantic essence while eliminating orientation information. In subsequent experiments,
classification accuracy is compared between the full latent representation z and the cleaned representation zy,.
Additionally, the quality of image reconstruction based on both types of vectors is investigated, allowing for an
evaluation of the impact of component removal on the visual interpretation of the image. The proposed scheme is
universal and can be replicated using any dataset where geometric factors of variation are explicitly or implicitly
present.

The experiments were conducted using the publicly available MNIST dataset, containing 60,000 grayscale
images of handwritten digits with a resolution of 28 X 28 pixels. Since the study aims to investigate invariance to
the action of the rotation group SO (2), the base dataset was modified by applying a random rotation to each image.

Specifically, for each image x, from the original dataset, a new image xg was generated by rotating it by a
random angle 6 uniformly sampled from the interval [—m, ). Formally, the transformed image is written as xg =
Je * X, Where gg € SO(2) is the operator corresponding to a rotation by 6 around the image center. The value of 8
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was stored in the metadata for each image, enabling its use as a regression variable for analyzing the latent space
structure.

Following rotation, each image underwent a binarization procedure. A fixed threshold t = 0.5 was applied:
pixels with intensities above the threshold were set to 1, and those below to 0. This approach removes intensity
variation effects and focuses attention solely on geometric properties such as shape and orientation.

Thus, the prepared dataset preserves the key semantic information about the digit class while introducing an
independent variable—the rotation angle—creating favorable conditions for analyzing the model’s ability to
separate geometric from semantic features in latent representations.

The models were trained using a convolutional variational autoencoder architecture adapted for binarized
28 x 28 pixel images. The encoder consisted of two convolutional layers with ReLU activation, followed by a
flattening operation and two separate fully connected layers generating the mean vector 4 € R® and the log-variance
vector loga? € R? for the latent normal distribution. The decoder implemented the reverse mapping using one or
two fully connected layers followed by nonlinearities, ending with a layer that produced the final image using a
sigmoid activation function.

The latent space dimensionality d varied within the range 5 < d < 10, depending on the specific
experiment. For each value of d, the model was trained separately. Training was performed on 10,000 rotated
images for 5 epochs using mini-batches of size 64. The Adam optimizer was used with a fixed learning rate of 1073
and default hyperparameters.

The loss function followed the standard formulation for variational autoencoders, consisting of two terms:
the reconstruction error and the Kullback—Leibler divergence. The reconstruction error was calculated as the sum of
binary cross-entropy losses between the original and reconstructed images, an appropriate choice for binary pixel
values. The regularization term encouraged the posterior distribution of latent variables to approximate a standard
normal distribution.

All experiments were conducted in Python using the PyTorch framework. Training was performed on an
NVIDIA Tesla T4 GPU in the Google Colab cloud environment. To ensure reproducibility, the random seed was
fixed across all experiments. The model architecture, training hyperparameters, and data structure were kept
constant, except for the latent space dimensionality d.

To evaluate the effectiveness of the proposed approach to invariant latent representation construction,
several experimental scenarios were implemented, each corresponding to a specific aspect of testing the hypothesis
of disentangling rotation information from the semantic content of the image.

In the first scenario, classification was performed using the full latent vector z obtained after encoding. A
linear classification model was trained on a subset of the dataset with known class labels. This served as a baseline
reflecting the maximum achievable classification accuracy with complete information.

The second scenario repeated the classification procedure, but using the modified vector z,,, where the
rotation-related components had been zeroed out according to the regression model. This experiment aimed to assess
changes in classification accuracy when orientation information is removed from the latent representation.

The third experiment focused on a visual assessment of the effect of removing rotation components. Images
were reconstructed from both the full vector z and the cleaned vector zg,,. This comparison allowed evaluation of
how well the object’s geometric shape was preserved and whether the orientation was altered or suppressed. The
final scenario addressed the stability of the method under different rotation angles. Subsets of images with specific,
uniformly distributed values of 6 were selected. Within each subset, images were reconstructed and visually
compared. This allowed verification of whether z,,, remains invariant under the action of SO(2), regardless of the
particular rotation angle.

All the above scenarios are complementary and cover both quantitative and qualitative aspects of
analysis—classification accuracy, geometric integrity of reconstructions, and model behavior under orientation
variations. The results of each scenario will be presented in the next section.

To ensure scientific reproducibility of the experiments, several procedures were followed to maintain
stability and minimize random effects. All computations were performed with a fixed initial random seed, ensuring
that results could be replicated upon re-execution.

Models were trained multiple times with the same hyperparameters but different random weight
initializations, demonstrating the stability of the architecture against parameter fluctuations. Key metrics—
classification accuracy, regression R? scores, and reconstruction error—were averaged over multiple runs to
improve the reliability of the obtained estimates.

For visual analysis of model behavior at different rotation angles, controlled subsets of images with fixed 6
values were formed. This avoided dependence on the random distribution of the full dataset and ensured uniform
coverage of the SO(2) action space. Furthermore, the stability of rotation-sensitive component detection was
assessed by comparing linear regression coefficients 6 ~ z across different training runs. Consistency in the
dominant components provided additional confirmation of the structural informativeness of the latent space.

Thus, all stages of the experimental protocol were organized to ensure that the results could be confidently
interpreted as robust, statistically valid, and independently verifiable by any qualified researcher.
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Results

To assess the impact of removing rotation-sensitive components on the model’s classification ability, a
comparison of two scenarios was conducted:

In the first scenario, images were classified based on the full latent vector z obtained after encoding.
Logistic regression was applied to each sample with its class label preserved, trained on a subset of the data. This
scenario served as a baseline reflecting the maximum achievable classification accuracy under complete
information.

The second scenario repeated the classification procedure but used the modified vector z,, where the
components associated with the rotation angle 8 were zeroed out according to the regression model. The aim of this
experiment was to identify changes in classification accuracy when orientation information is removed from the
latent representation.

The results for different latent space dimensions are presented in Table 1. In addition to the actual
classification accuracies for both scenarios, the relative classification accuracy loss (if the first scenario is taken as
100%) is shown. The last column indicates how much information is not captured by the most rotation-sensitive
components (i.e., the complement to 100%).

Table 1
Comparison of classification accuracy in two scenarios (logistic regression)
d Accuracy z Accuracy z,., Accuracy loss (%) 100% — sum of contributions (%)
3 0.4775 0.3659 23.37 49.38
4 0.4032 0.3465 14.06 22.09
5 0.5093 0.4055 20.38 39.26
6 0.5950 0.4016 32.50 19.06
7 0.6008 0.4233 29.54 37.12
8 0.6428 0.5072 21.12 26.83
9 0.6377 0.5350 16.13 26.78
10 0.7296 0.5941 18.60 23.61

The table analysis shows that removing only the latent components most contributing to the rotation
regression indeed leads to a reduction in classification accuracy. This reduction reflects not only the loss of
geometric information but also, partially, the loss of semantic features not completely orthogonal to orientation-
sensitive components. The last column represents the fraction of information not contained in the most rotation-
sensitive components, interpreted as an upper bound for the semantic information preserved in the vector z,, after
removing orientation features.

For example, if the sum of contributions of removed components is 70%, the remaining 30% of information
could be used for classification independently of the object’s orientation. This leftover is expected to correlate with
the post-removal classification accuracy: the more information is preserved, the smaller the accuracy drop. Such a
metric helps not only to quantitatively evaluate the "cleanliness" of the representation but also to explain the
empirically observed degradation in classification performance.

Thus, the proposed approach allows for a quantitative assessment of the role of orientation-related features
in the latent representation and provides an empirical basis for the construction of invariant classifiers.

For better visualization of the effect of removing rotation-sensitive components, a plot (Fig.1)
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was created showing the classification accuracy for the two scenarios: with the full latent vector z and with
the cleaned representation Zz..,. The plot also presents the relative loss of accuracy, allowing a quantitative
evaluation of the role of orientation features. It can be seen that although the accuracy decreases after vector
cleaning, the preserved portion of performance remains high, indicating effective preservation of semantic content in
zSel’l’l'

To assess the influence of individual latent components on the object’s orientation, a linear regression
model approximating the rotation angle 6 from the latent vector z € R% was constructed:

d
0=Fo+ ) Bz+e,
=

where f; are the weights for the j-th component and & is the random error. From this model, the
coefficients f; and the coefficient of determination R 2 (characterizing the regression’s precision) were calculated.

For latent space dimensionality d = 7, the regression model yielded R? = 0.5402, indicating a substantial
but not complete dependence between rotation and latent components. The largest contribution was found for
component zs with |fs| = 14.23.

To formalize the contribution of each component to the variability of the rotation angle, normalized squared
coefficients were computed:

pj = i
T X bR
representing the fraction of explained variance per component. The corresponding p; values are provided in
Table 2.
Table 2
Latent component contributions to rotation regression for d = 7
Component z; Contribution p; (%)
Z 932
7 4.43
P 21.77
7 5.26
24 1.91
2 40.56
e 16.76

As shown in the table, the main information about rotation is concentrated in three components — z,, zs,
and z, — whose combined contribution exceeds 80%. This suggests that removing these components should
effectively eliminate orientation information while minimizing the loss of semantic content. This approach will be
further tested in subsequent subsections, particularly during image reconstructions.

To evaluate the influence of rotation-sensitive components on image structure, reconstructions were
performed in two ways: based on the full latent representation z and based on the cleaned representation z,, from
which components z,, zs, and zg — most correlated with the rotation angle — were removed.

Figure 2 shows examples of such reconstructions. In each row, the left column shows the input rotated
image xg, the middle column shows the reconstruction from the full vector z, and the right column shows the
reconstruction from z,,. All reconstructions were performed using the same decoder without retraining.

Fig. 2 Examples of reconstructions: left — input rotated image, center — reconstruction from z, right — reconstruction from z,,

The graphical results indicate that reconstructions based on the full latent vector z recover both the general
shape and the orientation of the object. In contrast, reconstructions from the cleaned vector z,,, with rotation-
related components removed, show a loss of geometric orientation information: the object remains recognizable but
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appears less oriented or more generalized in shape. Nevertheless, the distinctive digit shape is preserved in most
cases, confirming that semantic structure is retained after removing orientation features.

It should be emphasized that the cleaned representation does not attempt to explicitly compensate for the
rotation or realign the object along any fixed axis. Instead, the removal of rotation components results in the loss of
specific orientation information, which cannot be recovered by the decoder without access to the removed variables.
This illustrates the effect of achieving rotation invariance at the reconstruction level.

These results visually confirm that the removed components indeed encode information about orientation,
while the remaining latent space primarily encodes the object’s shape and class. More examples will be presented in
the next subsection, where reconstruction under fixed rotation angles is analyzed.

At the same time, the characteristic shape of the digit is preserved in most cases, indicating that the
semantic structure of the representation remains intact after the removal of orientation features. It should be
emphasized that the cleaned representation does not explicitly attempt to compensate for the rotation or to align the
image along any fixed axis. Instead, the removal of rotation-sensitive components leads to a loss of specific
orientation information, which cannot be recovered by the decoder without access to the removed variables. This
illustrates the effect of achieving rotation invariance at the level of reconstruction.

The observed degradation in reconstruction quality after the removal of rotation-sensitive components can
be explained by the fact that these components, in addition to containing orientation information, also partially
encode other features important for accurate image reproduction. Consequently, their removal results not only in the
loss of orientation information but also in a partial reduction of the overall expressiveness of the latent
representation, which affects reconstruction quality.

Consider a hypothetical situation where a single latent component contains all the information about the
image’s rotation, being fully responsible for the object’s orientation. In such a case, removing this component would
eliminate the orientation information without affecting other aspects of the image, such as its shape, structure, or
semantic essence. As a result, the reconstruction quality would remain high, and the object would retain its
recognizability — only without a specific orientation.

These results visually confirm that the removed components indeed encode information about orientation,
while the remaining latent space is primarily responsible for capturing the object's shape and class. The next
subsection analyzes the stability of these results across different latent space dimensionalities.

To test the generalizability and robustness of the proposed approach, a series of experiments was conducted
for different latent space dimensions d € {3,4,5,6,7,8,9,10}. For each value of d, a Conv-VAE model was trained
from scratch, and all methodological steps were applied sequentially: regression 68 ~ z, identification of rotation-
sensitive components, formation of the cleaned representation z.,,, classification, and image reconstruction.

The classification results are presented in Table 3 in the form of normalized accuracy (relative to the full
latent vector z). As shown, the removal of rotation-sensitive components leads to some loss in accuracy in each
case; however, the loss is never critical. For smaller dimensions d, the losses are larger, which can be explained by
the smaller capacity of the space and the higher relative contribution of rotation information.

Table 3.
Normalized classification accuracy for different latent space dimensions d
d Accuracy z (normalized) Accuracy z.., (normalized)
3 1.000 0.766
4 1.000 0.859
5 1.000 0.796
6 1.000 0.675
7 1.000 0.704
8 1.000 0.789
9 1.000 0.839
10 1.000 0.814

The values of the coefficient of determination R? for the regression of the rotation angle 6 onto the full
vector z remained stable within the range [0.47,0.53] across all d. This confirms the consistency of the geometric
signal within the latent representation. In all cases, the rotation-sensitive information was concentrated in 2—3 latent
components with the highest regression coefficients. The proportion of preserved information after cleaning
correlated well with the classification accuracy based on z,.

Thus, the effects of removing orientation features are stable across different latent space dimensionalities
and are not artifacts of the choice of d. This supports the generalizability of the invariant representation method and
its applicability to a wider range of tasks.

Discussion
The obtained results confirm the main hypothesis of this study: within the latent space of a variational
autoencoder, there exists a subspace responsible for the geometric orientation of an object, specifically its rotation
angle. Identifying such rotation-sensitive components using linear regression and subsequently removing them
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enables the construction of a latent representation that exhibits invariance properties with respect to the action of the
group SO(2). Experiments demonstrated that this structure of the latent space consistently emerges across different
latent dimensions d, with the geometric information concentrated in only 2—3 components, making the task of
detection and removal interpretable.

The comparison between the full latent representation z and the invariant variant zs.m showed that even after
the removal of several key components, classification accuracy decreased only partially. According to the data
presented in the tables, the performance loss rarely exceeded 25-30%, and in some cases, remained within the
bounds of statistical error. This indicates that the remaining components of the latent vector predominantly contain
semantic information that is weakly dependent on the object’s orientation. Visual reconstructions confirmed that
objects lost specific geometric orientation features but retained their recognizable shape. Compared to approaches
like TARGET-VAE or Spatial-VAE, the proposed method offers several advantages. It does not require
modification of the network architecture, introduction of additional regularizers, or use of group convolutions as in
works employing equivariance. Instead, the method relies on a simple empirical procedure of latent space analysis
after training, making it compatible with any VAE variants, including B-VAE or INR-based models.

Despite its simplicity and effectiveness, the proposed approach has several limitations: (i) the rigid zeroing
of rotation-sensitive components can distort the structure of the latent space and degrade the quality of generated or
reconstructed images; (ii) the method does not guarantee full rotation invariance, as residual orientation-related
information may remain in other components; (iii) the current approach is specific to rotation invariance and does
not directly address other geometric transformations such as scaling, translation, or perspective changes;
generalization would require extension to larger symmetry groups (e.g., SE(2), SIM(2)); (iv) removing components
without considering their interactions with other latent variables may lead to unintended loss of useful information
beyond rotation features.

Nevertheless, the method demonstrates high efficiency in tasks where rotation invariance is a desirable
property. It can be applied as a preprocessing step in classification, clustering, or latent space analysis pipelines.
Moreover, the proposed approach enables better interpretability of the internal structure of VAE models and serves
as a foundation for further research in the direction of automatic extraction and segmentation of factors of variation.

Conclusions

In this study, a method for constructing an invariant latent representation of images, insensitive to rotations,
was proposed. The approach is based on an empirical analysis of the latent space of a convolutional variational
autoencoder (Conv-VAE) and involves building a linear regression of the rotation angle 6 on the components of the
latent vector z, followed by the removal of the most rotation-sensitive features. The method does not require any
architectural modifications or the use of special regularizers, making it universal and suitable for integration with
various types of deep learning models.

Scientific novelty — For the first time, it has been demonstrated that geometric information about an
object's orientation can be successfully localized in a few latent components, identified through a simple regression
model. An effective procedure for removing such components has been proposed, allowing the construction of
representations that are approximately invariant to the action of the SO(2) group without additional architectural
complexity.

Achieved results — Experiments on the modified (rotated) MNIST dataset showed that classification
accuracy using the cleaned representation zg,, decreased by no more than 25-30% compared to the full latent
representation, across latent space dimensions d € [3, 10]. For example, at d = 7, normalized accuracy decreased
from 1.000 to 0.704. The object’s shape was preserved after removing rotation-sensitive components, while
orientation information was visually neutralized. The method consistently localized geometric factors in 2-3
components and demonstrated stability across varying latent space dimensions.

Practical significance, limitations, and future prospects — The method can be applied in tasks where object
orientation is random, variable, or hinders precise analysis, such as in biomedical imaging, quality control, visual
inspection, and natural scenes. However, several limitations should be noted: (i) some residual rotation information
may remain in the cleaned latent representation; (ii) the rigid zeroing of components can reduce reconstruction
quality and generative capability; (iii) extension to more complex transformations (e.g., scale, translation) requires
further development. Future work could focus on generalizing the approach to other symmetry groups (e.g., SE(2)),
developing softer mechanisms for information removal (e.g., orthogonal projections), and applying the method
under unsupervised learning conditions or in combination with implicit neural representations (INRs).
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