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KEY ASPECTS FOR THE DEVELOPMENT OF INFORMATION AND MEASURE-
MENT SYSTEMS FOR DETERMINING ENVIRONMENTAL POLLUTION

The intensification of production at petrochemical, construction, industrial, and energy companies and the aging of
equipment at major technological and energy facilities lead to increased emissions of toxic and dusty substances into the air, soil,
and water. As a result of the ecosystem cycle, these chemical compounds enter the soil and water, causing pollution.

The main task of environmental expertise is to determine the degree of risk and safety of industrial activity, organize a
program of expert assessment of industrial production facilities, establish compliance of facilities with the requirements of
environmental legisiation, examine the quality of natural resources, form a balance of quality criteria for the environmental safety of
facilities and the environment, assess the negative impact of industrial and municipal structures on the environment, and expertly
evaluate programs for the introduction of new technology.

Air monitoring is necessary to detect the effects of pollutants and their impact on. corrosion of structures, erosion of land
resources, impact on human health, impact on flora and the environment, water pollution, and food contamination.

The article highlights the basic concepts for building information and measuring systems (laser concentrometer and opto-
galvanic sensors) for rapid analysis of environmental pollution such as air, water, and soil in emergency and extreme situations. The
air and water pollution was detected around energy facilities and various industrial production facilities that are at risk of military
attack. The article describes the development and construction of a laser information and measurement system for measuring dust
in the atmosphere and presents the results of a study of the chemical pollution of water wells in various industries.

Key words: sensor, information and measuring syste, monitoring, environment, pollution.

CIKOPA JIro6omup, JIMCA Harans, @EJJEBUY Onbra, XMJISAK Hazapiii

Hauionansauii yHiBepeuTeT «JIbBIBCbKa IMOJIITEXHIKA»

KJIOUYOBI ACHEKTH PO3BUTKY IH®OPMAIITHO-BUMIPIOBAJILHUX
CHUCTEM JIJIS1 BASHAYEHHS 3ABPYTHEHHS HABKOJHWIITHLOT O
CEPEJIOBUILIA

IHTEHCUIKALIS BUPOGHNLTBA HA MIAMPUEMCTBAX HAQTOXIMIYHO], ByAiBE/IbHOI MPOMUCIOBOI Ta EHEPreTUYHOI rasy3es, a
TAKOX CTapIHHS OO/IGAHAHHS HA BE/MKUX TEXHO/IOMYHUX Ta EHEPIrETUYHMX 00 €EKTaX NPU3BOAATE A0 30IILLLEHHS BUKUAIB TOKCUYHUX
[ nI0Bux peyvyoBuH y roBITps, rPyHT [ Bo4y. B pe3y/sibTati Kpyroobiry peqoBuH B €KOCUCTEMI Ui XiMidHIi CrIoIyKv roTpanisoTs y
TPYHT | BOAY, CrIPUYMHSIIOYHN iX 330Dy AHEHHS.

OCHOBHUM 33BAAHHAM EKOJIOMYHOI EKCrIEpTU3N € BU3SHAYEHHST CTYIEHS Pu3uKy | OE3reKku IMpoMUC/IOBOI AIsSVTLHOCTI,
opraHizauis rnporpamy eKCriepTHOI OLiHKW OO '€KTIB MPOMUC/IOBOrO BUPOBHULTBE, BCTAHOB/IEHHS BIAMOBIAHOCTI 06 '€KTIB BUMOraM
1IPUPOLOOXOPOHHOIO 3aKOHOAABCTBA, EKCIIEPTN3A SKOCTI NPUPOAHNUX PECYPCIB, (POpMyBaHHSI 6a/IAHCY SKICHUX KPUTEDIB eKosIorYHOI
be3riekn O6€KTIB [ HABKOJMILIHbOIO CEPEAOBULYE, OLIHKA HEraTMBHOIO BI/MBY BUPOOHWYMX | KOMYHA/IbHUX CTPYKTYpD Ha
HAaBKO/MLLIHE CEPEAOBULLE, EKCIIEDTHA OLIIHKA MPOrPam BripPOBAafXXEHHS HOBUX TEXHO/IONMM.

MOHITOPUHI 1TOBITPS HEOBXIAHWI [/15 BUSBIIEHHS BI/IMBY 3a0DYAHIOIOYMX PEYOBUH Ta iX BIUMBY HA: KOPO3it0 Criopys,
EPO3it0 3EME/IbHUX PECYPCIB, BI/IMB HA 340POB'S JIOANHN, BI/IMB HA QJ/IOpY Ta HABKO/MLLHE CEPEAOBMLUE, 3a6pPyAHEHHS BOAM,
3a6pyAHEHHS MPOAYKTIB Xap4yBaKHS.

Y cTarTi BUCBITIIEHO OCHOBHI KOHLENLII MOBYA0BH [HPODMAELIIHO-BUMIDIOBATIBHUX CUCTEM (11a3EPHMN KOHLIEHTPOMETD Ta
ONTUKO-ra/IbBaHibYHi CEHCOpM) A/IS EKCIPEC-aHasi3y 3a6pyAHEHHS HaBKOIMILIHBOIO CEPEAOBULYA - [1OBITPS, BOAU Ta IPyHTY - B
aBapiiHnx Ta EKCTpeMasibHuX CUTyalisax. BusBNIEHHS 3a6pyAHEHHS MOBITPS Ta BOAM 34IMICHIOBASIOCS HABKO/IO E€HEPreTUHHNX
OB 'EKTIB Ta Pi3HUX IPOMUCIIOBUX BUPOBHULITB, SKI 3HAXOAATLCS 14 3arpo300 BIMICLKOBOro Hanagy. Y cratti onMcaHo po3pobKy Ta
1106y40By  7Ia3E€PHOI  IHGOPMALIVIHO-BUMIDIOBA/IbHOI CUCTEMU /IS BUMIDIOBAHHS 1W/Ty B atMoOC@epi Ta HABEAEHO pE3yJsibTat
AOCTIIIKEHHS XIMIYHOIro 3a6pyAHEHHS BOA03a0IPHNX CBEPA/IOBUH Y PI3HUX [asy35X rPOMUC/IOBOCTI.

KI1to40Bi ¢/10Ba: AATYHK, [HBOPMALIVIHO-BUMIDIOBA/IbHE CUCTEMA, MOHITOPUHI, HABKO/IMLLHE CEPEAOBUIE, 330Dy AHEHHS.

Introduction
The second most important source after the intensification of production is the discharge of process water
into water bodies and rivers from power plants and chemical and construction companies. One of the most powerful
sources of emissions into the ecosystem after intensification is thermal power plants, which pollute the water and air
of the environment.

Analysis of literature sources

Works [1,2,3] describe the conversion of fuel resources into energy resources using water as the basis of
the conversion process, which is the carrier of thermal energy of fuel during combustion, into the kinetic energy of
the turbine, which is transferred to the generator and converted into electricity. Channels and sensors for collecting
data on the state of power unit units are also displayed and critical areas for their selection are identified.

To control the technological state of production processes and the environment, it is necessary to have a set
of information and measurement systems that provide the selection of heterogeneous data from objects and the
environment, assessment of state parameters, information technologies for interpreting images of situations
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formulated from blocks of selected terminal data and identifying their intellectual content regarding the target state
of the man-made production and environmental complex [3-8].

The works of world scientists [9-13] outline the main environmental problems in the construction of
sensors for measuring environmental pollution.

Materials and methods

To develop environmental monitoring systems, both local and global, to assess the state of the environment
and the impact on social infrastructure and living spaces, it is necessary to use modern scientific methods based on
the basic principles of control theory to describe potentially hazardous objects with an aggregated hierarchical
spatially dis-tributed structure, system analysis of energy management processes, mathematical logic, decision-
making theory to build effective strategies for coordinating management in case of threats to the load mode and
attacks at all levels of the hierarchy; theory of expert systems for assessing the situation and classifying data on the
state of the environment around the object; methods of laser remote sensing theory for building photometers and
information and measurement systems; data collection on the concentration of dust in the atmosphere and water
solutions in the environment, both stationary and portable.

The problem of developing information systems for environmental assessment of the environment state
around man-made facilities

The problems of monitoring the state of the ecosystem and socio-communal infrastructure in the presence
of large industrial man-made energy-active complexes that are polluters are solved on the basis of new information-
measurement technologies and the following tasks are being solved:

1. identification of sources and channels of environmental impact (industrial, domestic, natural) based on
sampling;

2. development of data sampling tools and their accuracy, objectivity, reliability in relation to the target
tasks based on information technologies;

3. improved information technologies for data processing and interpretation of the content of environmental
situations based on the integration of systems;

4. development of a classification of situation methods based on expert assessments using databases,
knowledge and expert systems in the structure of the DMSS (Decision making support systems);

5. development of data management and storage systems (DS - data storage, DDP - digital data processing);

6. development of primary and secondary standards for quality criteria and chemical pollutants (

SO,,NO,,CO,05,Pb) and sampling for active ions <SO;,C17,NHI,NO;,Ca++,Mg++,K+> and components of

radioactive fallout.

The monitoring tools are: sampling of water, air, compounds, methods of physical and chemical analysis
and data processing, equipment for physical and chemical analysis, systematic interpretation of results.

The monitoring results form the basis for obtaining data and information on the components of the impact
and their level: primary data from sensors and PCs, data on the physical and chemical composition of pollutants,
assessment of the level and degree of danger of pollution impact on the environment, assessment of the composition
and volume of pollution emissions.

Air pollutants include:

. gaseous inorganic substances (SO, H,S,NO,,Cl,,CO,SiF) ;

. mineral acids (HCI,HF ,H,SO4,HNOs) ;

. radionuclides (strontium, cesium, iodine, plutonium, radium);
. simple organic substances (formaldehyde, benzopyrene, etc.).

Water is an important vital and technological resource of natural origin. Safe, it is an essential resource for
life, industrial and agricultural development, and therefore effective management of water consumption based on
monitoring the state of water in the structure of the region's resources is necessary. As a link in the natural cycle,
water is divided according to the source of the resource into: surface water, underground water (in rock stra-ta), and
marine water (seas and oceans). A water body is a naturally formed or artificially created object, such as streams,
swamps, rivers, underground springs, reservoirs, and seas.

For thermal power plants and the social sector, we classify the types of water use: special, non-special, and
general.

Environmental status is an expression of the quality of the structure and functioning of water systems. It
takes into account: the physical and chemical structure of water, characteristics and parameters of its flow, chemical
state and level of pollution. A water quality standard is a set of water quality indicators that cannot be exceeded for
the sake of human health and the ecosystem (limit values beyond which structural destruction of the system occurs).
Water quality classes based on integral pollution are determined on the basis of the legal provisions of the Water
Code (7 classes in Germany). Water monitoring systems are classified according to the type of water: natural, waste,
and saline.
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In order to make informed management decisions in the field of environmental protection, it is necessary to
create an information and measurement distributed mul-ti-parameter system, as well as a bank of environmental and
technological data in the structure of an expert decision support system for process control.

Methods for assessing the level of concentration of harmful impurities and dust in the technological and
atmospheric environment using laser sensing
The method of controlling the atmospheric pollution by combustion products from thermal power plants
and dust from the construction industry by laser sensing is shown in Fig. 2.
Depending on the level of dust concentration and its dispersion, the laser beam is scattered and the power is
reduced, while the level of losses depends on the dust concen-tration and its structure, which accordingly requires
the construction of appropriate scales for assessing the parameters of the dust environment.

{ck,Tc,v,wm} Photo receiver @I/ Ps

Laser L— | uf BOSx
Pl 7 = |
Zs (CK)
«:———r———— Us—Ck
|

B Lo MBr Ly U(Ck)

A 4

HL

GPB

Figure 2. Scheme of laser sensing of dust pollution of the environment of man-made systems with indus-trial waste

Symbols in the diagram: B; - geometric basis of the laser, P; - laser power, Lj,L, - basis of the

u
geometric environment with contamination I'Bp (LO,L #) ;

Pg - beam power at the output of the control area, P,- power of the scattered laser beam, GPB -
geometric basis of the photodetector (@71/Pg) , U f(ZS) - voltage of the laser signal at the output of the
photodetector after the processing of the probing beam Zg(Cy) , BOSqp(Us— Cx) - photodetector signal

processing unit for information transformation in order to assess the concentration of air pollution by emissions of
process products in the control area.

Methods of laser diagnostics of high-temperature coal dust and combustion products flows in power units of
thermal power plants

An important problem is to control the level of concentration of coal dust flows into boilers after coal mills
and the concentration of combustion products at the outlet, when they are sent to the chimney system.

Coal from different deposits has a ballast rock, which makes up (from 5% to 45%) of the content. When
grinding in mills, coal dust is fed into recuperators to heat the stream (400-900°C) before entering the boiler furnace.
Changes in the composition of coal dust lead to a decrease in the level of useful content and a decrease in energy
activity. When the concentration of the ground coal content changes, dynamic concentration emissions occur {C;},

which can lead to an accident.

The requirements for controlling the concentration of the high-temperature mixture are satisfied by laser
methods of remote sensing of the process medium through optical windows in dust ducts. The laser method of
concentration control in the continuous mode of the gas-dust mixture flow in the dust ducts of power units is based
on the estimation of laser beam losses due to photon scattering on dust particles moving in the dust duct flow during
its transverse sensing through optical windows. Such windows are embedded in the cross-section of the dust duct
and are permeable to a laser beam passing through the flow of a dust-gas mixture of fuel combustion products in the
power unit boiler, which can change when passing through the recuperator within the limits of (300-600)°C.

Fig. 3 shows a diagram of the process and structure of the laser sensing system for high-temperature coal
dust entering the power unit boiler from the mills.

The notation in the diagram of Fig. 3:

SGm - specified generator with laser modulation frequency (f = 625Hz) ;

PI - pulse amplification unit for powering a semiconductor laser (red spectrum A =680nu;
L, - laser emitter;

RN - ranking unit of evaluation normalization;
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BDP - a laser signal amplification unit from the photodetector, which separates the concentration level
component after processing the modulated signal (Z S (t T f ) —>Ug ( [t )) under the influence of an interference

(gt);

BAS - a unit for displaying the concentration level based on the balance method and alarming the level
exceedance based on the assessment (U(Cy ).

In accordance with the method of sensing the environment (direct, reflected beam), a characteristic model
is determined for ranking and assessing the concentration level of the high-temperature coal dust flow in the dust

pipe of the power unit boiler.
SGm Pl
) %IO
RN (D <:>
I

z L8
BA n
> BDP LP
< Zs
U(CK)
Figure 3. Diagram of the process of sounding the dust pipeline of the power unit
Cx
(e 0]
Cinax +ACx
Cno
Cmin 'ACk
I()=0 Iy Imax I(a)

Figure 4. Characterization model for estimating the level of dust and impurities Concentration

The estimation of the intensity (energy) of the scattered laser beam of the corresponding concentration level
at the output of the optical window in the dust pipe is based on the measurement transformations of the laser sensing
signal (Fig. 3, 4):

. beam energy conversion during laser sensing: I,(z,S, )= I, exp(- aL(Cx, S, ))

. selection of information about the dust concentration in the control area:
exp(_¢c(a’Se’CK)): Is(t’Se)'I(;l

. determination of the dust concentration function after processing the scattered signal by dust:
0c(@,S,Cp )= In(I5(1,5.)/ 1g) = ~In 15 (2,8, )+ In I = Alnly (75, 1))

. evaluation of the imbalance of the level of dust concentration in the dust wires is formed in the

rank discriminator at the output of the processing unit (PU) based on the transformation:
A A AN
Ls— 5 Upp(Cot,7) > U(£,C ) > U(Cxe ) - Rang(U(CK )J - Rang{cKJ/‘,“l

s ALARM . ..
. determination of emergency Rangm (concentration alarm condition or pre-emergency

condition of the power unit by the generator power limit load).

Laser sensing of contaminated water and process liquids in combination with the optical-galvanic method of
assessing the concentration of harmful substances

For comprehensive monitoring of water in the reservoirs of thermal and nuclear power plants to obtain a
complete set of data on the level of chemical and dust contamination of water, it is necessary to use an integrated
approach to analyze the concentration of pollutants — technological process wastes in the generation of electricity.

The integrated control method includes:

. laser sensing of liquids, gases, combustion products in gas boilers;
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. use of chemical, physical and optoelectronic sensors to analyze the composition of substances;

. optical-galvanic laser control methods.

In accordance with the developed method of synthesizing a concentrator based on a laser photometer
model, experimental stands for optical and galvanic studies of physical effects in technological environments, for
the energy, oil and printing industries were created. To intensify data collection processes by laser sensing of
samples in cuvettes, which provides a higher level of sensitivity and their chemical composition. Fig. 5 shows a
diagram of the developed stand for conducting experiments on the complex optical and galvanic interaction of a
laser photon beam with the substance of the sample to assess the composition of aqueous solutions and
electrochemical structures.

Side view of a cuvette with a sample s /UIRX/

Adjustable power
stabilizer El1
NPL

LP

»C+

PSU

i
(L]
—

Rg1A/C

Figure S. Stand for the study of laser effects of active interaction of substances in solutions

The block diagram includes the following units:
power supply with adjustable voltage regulator in the range Ug € [0—5]/ for chang-ing the laser power;

. Rnl - load of the laser signal photodetector;

. Rd is the calibration resistance of the photoelectric signal from the matrix;

. A/C - voltage and current multimeter with a device for recording measurement data during the
experiment;

. NPL - semiconductor laser with power (5, 50, 1000 mW);

. BL - geometric base of the laser and photodetector installation;

. CV - transparent cuvette with a solution of chemical components in water;

. i1} A set of electrodes (zinc, copper, silver, carbon);

. gy

- an arrow (A/D) device for controlling the voltage (current) between electrodes Eii in the
mode of controlling the optical-galvanic signal conversion due to quantum effects;

. PD - Photodetector of the laser signal after its passage through the cuvette with a sample of
contaminated liquid and water reservoir;

. Hs2 4 device for monitoring signals by sections of the photodetector.
Rg,(4/D)

voltage registrar at the output of the photodetector, which is generated at the moment
of receiving a laser signal on the photodetector matrix and is allocated to the load resistor RU .

Models of sensors for monitoring the concentration of harmful water pollution in thermal power plant (TPP)
reservoirs based on the use of optogalvanic effects

The basic model of an optical-galvanic sensor is a combination of galvanic pairs of dissimilar metal

electrodes  (Cu/Zn)that generate electromotive force in a liquid medium due to &g =Q(zn) ~ 2(c) electrode

potentials (p;,,) and activation of the liquid at the quantum level by laser photons

KV
(H,0/Cx) > | oy & - (U12(Cx). 1y 2 (Cx))

(Py)—> 4 —> T (Pg)/(Cx)

where: Cj - concentration of harmful emissions, (¢,¢,)- potential of galvanic inter-action, Kvj -
quantum photon effects of laser excitation, (P,,Pg )- power of the probing and scattered laser beam, 7, (Cy)-

current in the galvanic couple circuit.
Let us consider the characteristics of concentration sensors using optical-galvanic effects. Here is a diagram
of a measuring system for a comprehensive study of an aqueous solution and the concentration of impurities in
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solutions based on the method of a comprehensive experiment on laser sensing and optical-galvanic generation of
dynamic elec-tric potential to determine the level of concentration of chemicals in the products of harmful emissions
during the technological process into the water environment of the TPP reservoir based on samples taken for the
optical cuvette (OKp).

Based on the studies of the interaction between the laser beam energy and the aqueous medium, a signal is
generated in the galvanic couple ( E,,E;,) and a laser signal is formed at the cuvette output. Based on the laser

optogalvanic effect, a concentrometer scheme was developed (Fig. 6)

OR
o g T - cuvette RA (CK)

1
! |
— —— PSU — | !
GTI ‘ 1 .
********** ! ,| BCOs
Ue
[] El 4 toe FBP
PBL —
| = | Zs FF BOS
A I B S
I i il N ck

Zc EI2 PM
v -¢e

Figure 6. Schematic diagram of an optical-galvanic sensor for sampling data on the level of con-centration of impurities in water

Symbols in the diagram: PSU - power supply unit, GTI - pulse generator for laser modulation, Lz - laser
for probing a sample in a cuvette, Zc(s, Pz, fi))- probing laser signal with power and frequency , PBL - photo blend
of laser protection, OCr - optical cuvette with a sample, (E,,E,,) - electrodes of the galvanic sensor, PZ, - signal
power at the output of the cuvette, PM - photomatrix, FBP — photographic protection hood of the matrix
photodetector, FF - filter unit of the laser signal after conversion in the photomatrix, BOS is a signal processing unit
for estimating the level of impurity concentration in a water sample after laser sensing, - is an analog-to-digital
signal converter for estimating the concentration in a discrete (digital) form of representing information about the
level of water pollution, BCOS is a unit for complex processing of optical-galvanic signals from electrodes
(Ey,E;» ), RA(CK) is an analog signal recorder from optical-galvanic and laser sensors.

The laser optical-galvanic effect when sensing samples in an optical cuvette in which the supplied water is
contaminated with TPP emissions (combustion products) is the ba-sis for generating two physically different

signals:
Laser sensing signal at the output of the optical cuvette (cell) of a water sample with impurities with a

certain concentration level
C DI K 2
(Zg.Pc)— RVS(CK)®(PZvZS)_>(aSKvPZ)_)PS(CK) 5 PS(CK)Q—>U¢H(PS(CK))$>{CK}
where K, is the normalization factor for estimating the concentration of impurities in laser sensing.

The signal of a galvanic couple immersed in a cuvette with a water sample from a reservoir with a certain
level of pollution concentration is formed according to the diagram of optical-galvanic quantum interaction during
laser sensing of contaminated water samples

(H,0+R(C))
{PZ} .............. -

Ej A
—->® Np > AU (P,,Cr,R\Cr ) > ( Cr/I;»(C s
W kP2, Cie. R(Ci )= CieM1a(Cic)) )
12
According to the research scheme, the variable parameters are:
- voltage, current, radiation power of a semiconductor laser due to a change in the voltage of the stabilizer,

while we have
VAr(US € [O_S]B)_) VAr(PL € [O_Pmax]) 5

- change in the concentration of impurities dissolved in the liquid in the cuvette Cra €[Ck s Cmax]
Taking into account the formulated methodology for assessing the level of impurity concentration, let’s
obtain functional characteristics:
- Concentration level Cyx —Ugy(Ps(Cx)) at P, e {P, —const, P, € [O—SOO]mBm}
- Photodetector output voltage as a function of concentration
Uit (Cx ) > Wan (Ps 1 Cx )/ P, —const,Cr; =V, |
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Ui (Cx )= W (Ps | Cx )/ P =V, Cig — const
]<I>17(CK)_> {E@H(PS /Ck )/ PV, ,Cx —const,R, — const}
The construction of calibration characteristics in relation to the concentration of impurities is based on
U—(Ck)=v(P,.Cx )., I =v(Ry ), Ugp =w(Ry)
A low-sensitivity logarithmic scale concentrator of impurities in solution with compatible measurements is

described by a system of equations that relate the level of impurity concentration to the voltage, current, potential
and current of the active electrodes (Cu,Zn) for an optical galvanic sensor. Iy = Ioexp(—a(Cx Jix )

1
a(Cy Jig =In1, _lnlo/a(CK):Z_[]nU(DH(PX)_]nU@H(PO)] Py =Ugn(ly) Ky.p
K

me
3 :|7Ud>l'l =lonR;

Cx = '//(aaVKalK)'AUon(]nUX _]nUo{
cm

where: Cy - concentration of impurities; « - reduced scattering coefficient; Uy - photodetector voltage;
(Vi.lx ) - volume and length of the cuvette; Rg(4/D) - analog-digital data logger; I®II - photodetector current; Ri -

load resistance.
In accordance with the functional diagram, the measuring characteristics of the concentrometer (Fig. 7) are
formed experimentally, taking into account the power of the prob-ing laser.

Ck ,
max
F(Cr/Ufp)
. Pl-const
min
min max Uf;; POmin P1 Pmax

Figure 7. Characteristics of concentration measurement

The graduation characteristics of the sensors of impurity concentration in solutions and dust streams have
the same model. The graduation characteristics (laser - photode-tector) are represented as a system, where
P,[mBB]e[0-500}mBB is the laser power; Iy [mA]e[0-500ma photodetector current at different loads Ri.

Discussion of research results

Thus, based on the work results, we can formulate the following scientific novelty and practical
significance of the research results.

The scientific novelty of the research results is the developed concept based on new information and system
technologies and laser remote sensing, the method of integrated use of physical, chemical, and optical effects for the
development of new type sensors, the substantiation of their information and metrological structure, synthesis
methods and methods of experimental and scientific research.

Practical significance of the research results - the results of the work and analysis of global trends in the
field of thermal energy, the implemented laser concentrator at Burshtyn TPP is the only project implemented in the
world practice of monitoring the combustion of high-temperature fuels. Ion-selective sensors are widely used in
analytical instruments and monitoring systems that are mass-produced in Ukraine and worldwide. The optical-
galvanic sensors concept proposed by the authors is used to control the concentration of various impurities in the
water environmental based on analytical experiments in the laboratory at the reservoir of Burshtyn TPP and other
types of production, such as

1. Elevator, Rohatyn city;

2. Furniture factory in Radekhiv city;

3.Barn, village of Bibshchany;

4.Poultry farm, Hnizdychiv village.
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Figure 8. Chemical analysis of water from the well for 2023, the maximum concentration limit for nitrates is 50.0 mg/dm3
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Figure 9. Chemical analysis of water from the well for 2023, the maximum concentration dose for chlorides is 300 mg/dm3
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Figure 10. Chemical analysis of water from the well for 2023, the maximum concentration dose for sulfates is 500 mg/dm3
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Figure 11. Chemical analysis of water from the well for 2023, the maximum concentration limit for Hardness is 7.0 mg/dm3
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Figure 12. Chemical analysis of water from the well for 2023, the concentration limit for pH is 6.5-8.5 mg/dm3
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Figure 13. Chemical analysis of water from the well for 2023, the concentration limit for Phos-phate is 3.5 mg/dm3
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Figure 14. Chemical analysis of water from the well for 2023, the concentration limit for total iron is <1 mg/dm3

As can be seen from the graphs of water pollution from wells, we can conclude that poultry farms are the
largest polluters in terms of nitrates, chlorides, and sulfates. The second place is occupied by cowsheds.

Conclusion

The article presents the theoretical foundations of creating laser sensors for measur-ing the concentration of
harmful process components that enter the atmosphere and water bodies of the ecological environment of production
facilities.

The article reveals the creation of information technology for the selection, processing, and classification of
expert data on the state of the ecosystem of a technological facility based on the use of laser sensors to measure the
concentration of harmful emissions in the air, groundwater, and water bodies.

An information model of laser sensors for measuring the concentration of harmful components in solutions
and the atmosphere, which are fuel combustion products in boilers, has been developed.
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The article presents elements of information technology for decision support based on the processing and
classification of data from laser and optoelectronic sensors and methods for developing laser sensors for monitoring
the concentration of technological hazardous waste in the atmosphere and solutions.
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INFORMATION TECHNOLOGY FOR PREDICTING THE RELIABILITY LEVEL OF
TEXT MESSAGES

The research presents the results of the creation of an intellectualized information technology for predictive analysis of
the reliability of text information messages, formed on the basis of concepts and tools of fuzzy logic. The use of the fuzzy set
apparatus makes it possible to take into account the semantic ambiguity inherent in a natural language, as well as to formalize
qualitative expert assessments by using linguistic variables, fuzzy term-sets and a rule base of the "if-then” type. This provides the
possibility of creating adaptive decision-making models in conditions of incompleteness, inconsistency and subjectivity of input
information.

The developed technology includes fuzzification of input characteristics of texts, aggregation of expert judgments,
construction of a system of fuzzy rules for assessing the reliability level and defuzzification of the obtained results. A concept is
implemented that allows for a predictive assessment of the veracity of data even before their potential appearance in the
information space. Within the framework of the proposed approach, a structured information database is formed, which establishes
a relationship between the input variables, their linguistic nature, permissible ranges of values of the universal term-set, as well as
clearly defined linguistic terms used for qualitative interpretation of parameters. Based on the performed structuring of linguistic
variables of the studied process, a method of logical inference is developed, which represents a multi-level hierarchy of relationships
between database components and determines the algorithm for calculating the message reliability indicator. The method is based
on a knowledge matrix, leading to the construction of fuzzy logical equations, which provide the calculation of normalized values of
membership functions of linguistic variables at the division points of the universal set. The result is the defuzzification of the fuzzy
set "the indicator of the reliability level of text information messages” and the calculation of its value using the centre of mass
formula, taking into account the input data. As a result of the study, a structural model of the information technology component of
assessing the veracity of news content is developed.

Keywords: reliability of text messages, linguistic variable, logical inference method, knowledge matrix, membership
function, fuzzy logic equations, information technology.

AHJIPIIB Poman

Binoxpemiienuii cTpyKkTypHuii miapo3ain «bepexancekuii haxopuit konemx HYBIIl Ykpainn»

CEHBKIBCHEKUI Beeposon

Harionanbunii yaiBepcureT «JIbBiBCbKa MOMITEXHIKa»

THO®OPMAIIMHA TEXHOJIOT'IS ITIPOTHO3YBAHHSA PIBHSI JOCTOBIPHOCTI
TEKCTOBHUX ITIOBIZIOMJIEHb

Y Mexax [OCfKEHHS MPEACTaB/IeHO pPE3Y/IbTaTu CTBOPEHHS  IHQOPMALIViIHOI  TEXHO/OrT MPOrHO3HOro aHasmisy
AOCTOBIPHOCTI TEKCTOBUX IHGOPMALIVIHNX ITOBIOMIIEHD, 106YA0BAHOI Ha OCHOBI KOHLIENLV | 3aC06i8 HEYITKOI /I0rkH. 3acTOCyBaHHS
anapary HeqiTkux MHOXUH Aano 3MOry BpaxoByBaTv CEMAaHTUYHY HEOAHO3HAYHICTB, [PUTaMaHHy MPUPOAHI MOB[, a@ TakoxX
@opmarnizyBaTv SIKICHI eKCIEPTHI OLIIHKH LL/ISIXOM BUKOPUCTAHHS JTIHIBICTUYHUX 3MIHHUX, HEYITKUX TEPM-MHOXWH | 6334 pasus Tury
«FKLO-TO». Lle 3abe3reyye MOX/MBICTL 106yA0BU 3AAMTTUBHUX MOLETEN MPMITHSITTS PILLEHb B YMOBAX HEMOBHOTH, CYNEPEY/IMBOCTI
7@ Cy6 €EKTUBHOCTI BXi4HOI IHGOpMaLlii.

Po3pobrieHa TexHO/I0risi BKIIIOYAE Gasn@ikauito BXIAHUX XaPaKTEPUCTUK TEKCTIB, arperyBaHHs EKCIIEPTHUX CYAXKeEHs,
106y A0BY CHCTEMU HEYITKUX IPaBNJ/I1 A/151 OLIHIOBaHHS PIBHS AOCTOBIDHOCTI Ta Ae@asunikalito OTpUMaHuX pe3y/ibTartis. PeasizoBaHo
KOHLIENLIt0, SKa AO3BOJISE 34IWICHIOBATYU IPOrHO3HY OLIHKY PaBANBOCTI AGHUX LUE A0 IX MOTEHLIVHOI rMosBu B iH@OpMaLiiHOMy
fPOCTOpPI. Y MexXax 3anporioHOBaHOro MiAxo4y COpMOBaHO CTPYKTYPOBAHY iH@OpmaLiviHy 6a3y AaHuX, sika BCTaHOBJIIOE 3B 530K
MDK BXIAHUMY 3MIHHUMY, IXHBOIO JTIHIBICTUYHOKO PUPOLOR0, AOMYCTUMUMU [Iara30HaMu 3HAYEHb YHIBEPCA/IbHOI TEPM-MHOXWUHY, 3
TaKOX YiTKO BUIHAYEHUMU JIIHIBICTUYHUMYU TEPMAaMy, IO 38CTOCOBYIOTLCS VIS SKICHOI IHTEPrpETaLlii rnapamerpis. Ha ocHosi
BUKOHAHOIO CTPYKTYPYBAHHS JIHIBICTUSHUX 3MIHHUX AOC/TIAKYBAHOIO poLUECcy PO3POBNIEHO METO4 JIOrYHOro BUBEAEHHS, LYO
BIATBOPIOE 6araTopiBHEBY [EPAPXIt0 3BA3KIB MK KOMIIOHEHTaMu 6as3n AaHnX Ta BU3HAYAE AJIrOPUTM pPO3PaxyHKy OKa3HUKa
AOCTOBIDHOCTI 110BIAOM/IEHb. B OCHOBI METOLY NIEXUTb MATPULST 3HAaHB, LYO OBYMOBM/IA OBYAOBY HEYITKUX JIOMYHNX PIBHSIHB, SKI
3a6e3reynsiv Po3paxyHOK HOPMA/T30BaHUX 3HAYEHE QYHKLIV HA/IEXHOCTI JIIHIBICTUYHUX 3MIHHUX Y TOYKax po3roginy yHIBEPCA/IbHOI
MHOXWHW. Hac/iigkoM CTana Ae@asngikalis HEYITKOI MHOXUHN <TOKa3HWK PIBHS LAOCTOBIDHOCTI TEKCTOBUX IH@OPMAaLiiHNX
[10BIAOM/IEHb» Ta PO3PAXYHOK 33 QOPMYJION0 LIEHTPA MAC ViOr0 3HAYEHHS 3 ypaxyBaHHIM BBEAEHUX BXIgHUX [aHuX. Y ri[cyMKy
AOCTTIKEHHSI  PO3POBIIEHO CTPYKTYPHY MOAETL KOMITOHEHTH [H@OPMALINHOI TEXHO/ION OLIHIOBAHHS IPaBANBOCTI HOBUHHOMO
KOHTEHTY.

KIto4oBi ¢/10Ba.; AOCTOBIPHICTE TEKCTOBUX [10BIJOMJIEHB, JIHIBICTUYHA 3MIHHE, METOA JIOMYHOrO BUBEAEHHS, MATpULS
3HaHb, QYHKLIS HASIEXHOCT], HEYITKI JIOITYHI PIBHSHHS, IH@OPMALIVIHA TEXHO/IONS.

Introduction
In the modern information environment, the problem of assessing the reliability of text messages is
becoming particularly relevant due to the high level of information noise, the spread of manipulative content and
fake messages. The process of determining the reliability level is characterized by a significant number of subjective
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factors that are difficult to formalize by traditional methods. In this context, there is a need to develop flexible and
adaptive solutions that can take into account the uncertainty and ambiguity inherent in a natural language.

For this purpose, the study proposes an information technology for predictive assessment of the reliability
of text information messages, based on the use of fuzzy logic. This approach allows one to model linguistic
variables, formalize expert judgments and implement the decision-making process in conditions of vaguely defined
input parameters. The proposed technology is universal in the sense that it can be adapted to various thematic
domains, types of information and sources, which provides wide possibilities for practical application — from
automated monitoring of news streams to assessing the reliability in social networks.

An important component of the study is a review of publications related to the declared topic, which will
determine the relevance and reliability of the results obtained.

The development of automated fake news detection methods is a key area of modern research in the field of
information security. The works [1-4] present a wide range of approaches, covering probabilistic models, structural
text analysis, graph convolutional networks and intelligent frameworks for data analysis in social networks. These
solutions are aimed at identifying unreliable information using formalized characteristics that indicate potential
distortion of facts or manipulativeness. Algorithmic methods, in particular machine learning, are increasingly used
as an alternative to traditional manual fact-checking [5], but remain dependent on the quality and completeness of
training samples. In this context, there is growing interest in models that take into account not only the content, but
also the behavioural aspects of users of the information environment [6], and are also aimed at developing the digital
literacy of future media professionals [7]. Of particular scientific value are approaches that integrate fuzzy logic
tools into the process of automated message reliability analysis [8—9]. Such solutions allow creating adaptive
systems that can work effectively in conditions of incomplete or fuzzy data, in particular in library information
environments. The use of hybrid models that combine fuzzy logic with deep learning methods significantly
improves the accuracy and reliability of fake news detection [9], especially in conditions of increased sensitivity to
data security, for example, in IoT environments [10]. In this case, decision-making algorithms based on extended
fuzzy logical inference are implemented, which takes into account the complexity and dynamics of information
flows. The works [11-12] substantiate the advantages of using intelligent control systems using fuzzy logic to
increase the reliability of decision-making in complex information environments. By using membership functions
and fuzzy rules, such systems are able to effectively respond to multifactorial influences and ensure stability in
situations of information uncertainty. Fake news is increasingly being considered as a tool for targeted
disinformation activities [13], which requires a comprehensive analysis taking into account both technical and social
factors of content distribution. For a wide range of users, it is advisable to apply reliability assessment criteria that
do not require special training, but allow one to recognize signs of unreliability, in particular emotionality,
sensationalism and lack of accuracy [14]. In the media analytical context, a balance between facts and value
judgments is important, which ensures the completeness and objectivity of the information presented [15].

The analysis of scientific sources allows one to conclude that despite the significant number of modern
approaches to detecting fake news, the application of the reliability fuzzy logic apparatus remains limited. In this
regard, it is urgent to create unified information models and information technologies based on the fuzzy set theory,
which will provide a predictive assessment of the reliability of information messages.

Formation of an indicator for assessing the reliability of text information messages
Taking into consideration the complexity and multi-factor nature of the process of assessing the reliability
of text information messages, this study substantiates, as noted above, the feasibility of using the fuzzy logic
apparatus. Within the framework of the study, a structured information database is formed that establishes the
relationship between input variables, their linguistic nature, permissible ranges of values of the universal term-set, as
well as clearly defined linguistic terms used for qualitative interpretation of parameters.
The linguistic variable of the reliability of text messages is presented as a function:

Q=Fy(B,T,L), M

the arguments of which are linguistic variables (LV) of the second level B,T,L . At this level, the linguistic
variable B is oriented towards factors of organizational orientation (b, — a source of information, b, — fact checking,
b, — multiple publication); 7" defines a procedure-function related to the author and the context of the message (¢, —
professionalism of the author, f, — objectivity of the author, f, — informativeness of the message context); L
characterizes the share of the indicator assessed by the attitude of users towards the received news (/, — refutation
and criticism, /, — social trust)

Let one form a table of term-sets of linguistic variables, including the description of LV and a database of
values [17].
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Table 1
Term-sets of values of linguistic variable
Linguistic descripti f . Linguistic terms
LV INEUISLC desceription o Universal base of values U st
the variable (term-set H)
) A source of information ) . .
: (reliability) (1-5)c.u Low, medium, high
b, Fact checking (1-5)c.u. Infrequent, frequent, constant
b Multiple publication ) .
5 (quantity) (1-5)c.u. Small, medium, large
A Professionalism of the author (1-5)c.u. Low, medium, high
ly Objectivity of the author (1-5)c.u. Low, medium, high
|8 Informativeness of the message context (1-5)c.u. Low, medium, high
A Refutation and criticism (1-5)c.u. Small, medium, significant
(frequency)
lz Social trust (1-5) c.u. Low, medium, high

Based on the structuring of linguistic variables in the predictive assessment process of the reliability of text
information messages, a method of logical inference is developed that reproduces a multi-level hierarchy of
relationships between database components and determines the algorithm for calculating the RTIM indicator.

b; — A source of

t3 — Intormativeness
of the context

information \
b, —Fact B =Fy(b.b,,b,)
checking = Organizational
component of the
RTIM indicator
bs — Multiple /
publication
t— Pf:ofessio alism
of the anthor \9
=F (B,T,L
T =F,(,,t,,t;) 0=Fy(BT.L)
— 5 > Integral
2= ObJSSHI‘SEY o Author’s predictive RTIM
/ component of the indicator

I; — Refutation and _
criticism L= FL ({1’12)
User’s
component of the
RTIM indicator
I, — Social trust

Fig. 1. Structural model of the logical inference method — formation of the indicator of the reliability of text information messages
Taking into account the above, the linguistic term “the indicator of reliability of text messages™ is displayed

as a fuzzy set [16]:
) () (o) o
ul b u2 2%y u b

0

n

where: QU ; u, (u,) is a membership function (MF) of the element %, €U  to the set 0.

For each LV and its corresponding three linguistic term-sets p, square inversely symmetric matrices
A=a; (a; =1, / r; ; 1,j=1,..,5) are constructed, the elements of which are formed by comparing ranks with each

other. Fuzzy logical inference for the highest level has the following formalized form [17]:
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IF ( B =low) AND ( B =medium) AND ( B = high)
AND ( 77 =low) AND ( 77 = medium) AND ( 7~ = high)
AND ( L =low) AND ( L =medium) AND ( L = high),
THEN (0 = low) AND (0= medium) AND (0 = high).
The formulated logical inference determines the development of the corresponding knowledge matrix in the

form of Table 2.
Table 2
Knowledge matrix for the linguistic variable (
Organizational component of Integral RTIM indicator
RTIM BB Author’s component of RTIM 7~ User’s component of RTIM o)
low low low low
low medium low
medium low medium medium
medium medium high
high high medium high
high high high

Based on the knowledge matrix in Table 2, fuzzy logical equations are constructed that provide the
calculation of the values of membership functions.

Hipy (Q) = Higy, (B) A Higy, (T) A gy (L) V Hig,, (B) N By (T) N Ui, (L) .

:umed[um (Q) = lumedium (B) A lulow (T) A lumedium (L) 4 Iumedium (B) A lumedium (T) A luhigh (L)

The specified approach is applied to LV of the following levels B ,T and L.
The linguistic term Q "the indicator of reliability of text information messages" is presented in the form of

a fuzzy set [16]:

/llow (Q) lumedium (Q)

Hhigh (Q)

Hiigh (Q) = Hiigh (B ) A Hiigh (T) A Heepeons (L) V Hyigh (B ) N Hyigh (T ) A Hiyigh (L) .

3)

B, T,L)= , ,
Q( ) { a4 q, a3 }

where ¢,,9,,q, determine the quantitative values of the linguistic variable 0 in relation to the above-

mentioned terms at the division points of the universal set.

Experiments

At the final stage of theoretical research, after determining the main linguistic variables and constructing
the corresponding membership functions, these variables are formalized in the form of table structures. For this
purpose, tables with normalized values of membership functions at five characteristic division points of the
universal set are formed for each of the selected linguistic variables. This approach allows ensuring the consistency
and correctness of further calculations within the fuzzy logic system.

An example of constructing the corresponding table for a linguistic variable is presented below, which at
the same time serves as the basis for moving to the experimental stage of research, where the constructed model is
tested on the basis of real or simulated input data.

Table 3
Membership functions of the term-set /1 (bl) (a source of information — reliability)
U, cU. 1 2 3 4 5
L (12,) 1 0,86 0,54 034 0,11
Lo (14;) 0.12 0.66 1 0.56 0,12
Py (1) 0.11 033 0,56 0,78 1

The next step is to select the points of the universal set ., and their corresponding values of the
membership functions. Let the following input data be selected for the linguistic variables:

b=5b=3b=4t=41t=3t=21=31=4
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and their corresponding values of the membership functions.
By substituting the given values into fuzzy logical equations, the values of the membership functions for
linguistic variables B,T,L are obtained:

lulaw (B) = 0911 5 lumedium (B) = 0’12 5 luhigh (B) = 09 40 5
’ulow (T) = 0’30 5 Iumedium (T) = 07509 luh[gh (T) = 0912 5

luluw (L> = 07 227 lumedium (L) = 0730 5 luhigh (L) = 0’50 .
The membership functions of the highest-level linguistic variable are calculated:

H, (Q)= 0115 1,4, (0) = 0,125 11,,,(Q) = 0,12
The process of determining the quantitative indicator of the reliability level of text information messages is
implemented by using the centre of mass method, which is one of the most common defuzzification methods within
fuzzy logic. This method allows one to move from linguistic assessments, presented in the form of fuzzy sets, to a
specific numerical value that characterizes the predictive level of information reliability.

The indicator of predictive reliability of information messages P is calculated using the following formula [17]:
m . 0-0
S0
i=1 m—1
P = m ’ (9)
Zl: #,(0)

where: 0,0 mean the minimum and maximum values of the message reliability indicator; 72 is a

number of fuzzy terms of the linguistic variable Q. For calculations, the following initial values are set: m = 3;

H (Q) =, (Q), My (Q) =L iim (Q), J7A (Q) = Uyigh (Q) Lower and upper limits of values for the linguistic

variable Q are presented as a percentage: 0=1%; O =100%.

The calculations are performed at three points of the specified interval: ¢, =1; ¢, =50; ¢, =100 . Finally,
according to formula (9), the following value of the message reliability level indicator is obtained: P =51,74%.
The indicator calculated at the given input values of linguistic variables indicates the average reliability level of the
information message.

Taking into account the theoretical and experimental components of the study, a key component of
information technology will be designed for predictive assessment of text message reliability.

PREDICTING THE RELIABILITY OF TEXT
INFORMATION MESSAGES

FUZZIFICATION |

Formation of linguistic variables by
functional components

Method of logical inference. Universal
set of values of LV

|

Fuzzy sets of linguistic variables for
RTIM assessment

MF of LV and linguistic term
reliability level of messages

|

Fuzzy knowledge base and fuzzy logic
equations of the second level LV

Quality indicators of functional
components of linguistic variables

DEFUZZIFICATION|

Construction of an analytical expression of
the result in the form of a fuzzy set

Formation of a database of RTIM
assessment process

[

Calculation of the integral indicator of
the reliability level of messages

Defuzzification of the fuzzy set "RTIM
level indicator"

Fig. 2. Structural model of the information technology component of predictive assessment of the text message reliability
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The developed structural model of the key component of the information technology for predictive
assessment of the text message reliability provides a holistic view of the interaction of the main subsystems focused
on processing, analysis and interpretation of text data, taking into account multi-factor influence. The central
element of the model is the method of fuzzy logical inference, which integrates the results of preliminary linguistic
and semantic processing, reliability parameters, as well as contextual characteristics of messages. The architecture
of the model provides for adaptive tuning based on expert knowledge, weight coefficients of influence factors and
membership functions, which allows forming a generalized indicator of the reliability level, taking into account
incompleteness, inconsistency or unstructuredness of information. The model can be effectively integrated into
application systems for monitoring the information environment, increasing the accuracy of detecting fake news and
contributing to making informed decisions in the field of information security.

Conclusions

As a result of the research, a key component of intellectualized information technology for predictive
assessment of the reliability of text messages, based on fuzzy logic tools, is developed. The proposed approach
allows to effectively formalize subjective expert judgments and adapt the analysis process to the conditions of
semantic uncertainty characteristic of a natural language. The basis of the implemented technology is a system of
fuzzification, aggregation, logical inference and defuzzification, which provides multi-level processing of text
information taking into account linguistic variables and their values in the term-space.

An information database is designed that establishes relationships between input parameters, their linguistic
representation and permissible ranges of values. A method of fuzzy logical inference is developed, which is based
on a knowledge matrix and a hierarchy of the process of forming a message reliability indicator and allows
calculating the reliability level using a system of logical equations. The target indicator value is determined using
the center of mass method, which provides an integrated quantitative assessment of the message reliability.

As a result, a structural model of a key component of information technology is formed, which can be used
to assess the veracity of news content at the stage of its appearance or distribution in the information space, which
opens up prospects for its integration into information monitoring systems and countering disinformation. This
approach allows not only to carry out multifactor analysis of messages, but also to effectively generalize
assessments from different sources. The proposed technology is characterized by a high degree of versatility, since
its architecture allows the adaptation to different subject areas, genre features of texts and the specificity of
information sources. This creates broad prerequisites for practical implementation — in particular, in the tasks of
automated monitoring of news flows, verification of information in social media, as well as in the field of
information security.
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CHUIKO Gennady, YAREMCHUK Olga
Petro Mohyla Black Sea National University, Mykolaiv, Ukraine

COMPUTERISED BLOOD PRESSURE MONITORING IN OUTPATIENT SETTINGS

The paper presents the measurement of a normal 24-hour heart rate and blood pressure analysis of an anonymous
patient. The object of study in this paper is the computer processing of outpatient blood pressure monitoring. The goal is to
mathematically model the data as a sum of relatively smooth trends and detrended fluctuations. Tasks: decomposition of the
primary series by two independent methods, stability and spectral analysis of the shifted fluctuations using the Wiener-Hinchin
theorem, and proving the self-similarity of such fluctuations. The methods used are: singular spectrum analysis, exponential
smoothing of the simulation, and analysis of autocorrelation functions. The following results are obtained. The dataset is a sum of
relatively smooth trends and detrended fluctuations; blood pressure trends have certain nighttime minima,; detrended fluctuations
are fractional Gaussian noise with a Hurst index of about (0.80 + 0.016), the energy spectra of detrended fluctuations were found
for the first time. Scientific novelty of the results: 1) the measured 24-hour heart rate and blood pressure analyses are decomposed
into relatively smooth trends and detrended fluctuations; 2) trends allow for a more reliable assessment of 24-hour, nightly and
daily average blood pressure values, which are the leading indicators of a series of blood pressure measurements and monitoring;
3) detrended fluctuations contain other valuable diagnostic information, such as short-term blood pressure variability or persistence
index. 4) fluctuation analysis provides information about the power spectra of the blood pressure monitoring series and their
similarity to the spectra of fractional Gaussian noise; 4) knowledge of short-term changes in blood pressure is the basis for
constructing informative repeatability graphs for blood pressure monitoring; 5) detrended fluctuations are identified as fractional
Gaussian noise, which is a self-similar stochastic process.

Keywords: mathematical modelling, computing technologies, singular spectrum analysis, fluctuation analysis, stochastic
process, computer blood pressure monitoring.

YYUKO Tennaniii, IPEMUYYK Ounsra

YopHOMOPCHKUH HalliOHANBHUI yHiIBepcuTeT iMeHi [lerpa Morumu, Muxkonais, Ykpaina

KOMIT'IOTEPHU MOHITOPHUHI' APTEPIAJIBHOI'O TUCKY B
AMBYJIATOPHUX YMOBAX

B poboTi npeAcTaBieHo BUMIDIOBAHHS 3BUYANHOIO 24-roguHHOMO My/ibCy | aHasli3 apTepianbHOro TUCKY aHOHIMHOIO
nayieHTa. O6'€EKTOM BUBYEHHS B CTATTi € KOMITIOTEPHA OOPO6Ka amMOysiaToOpHOrO0 MOHITOPUHIY apTepiasibHoOro micky. Merow €
MaTeMaTUYHE MOAE/IOBaHHS AaHNX, SIK CyMa BIHOCHO [1/18BHUX TDEHAIB | AETPEHAOBAHNX @UIYKTyaUil. 3aBaHHs: po3KianaHHs
MIEPBUHHOIO PSAY ABOMA HE33/IEXHUMN METOAaMH, CTIVIKICTb Ta CIIEKTPA/IbHMY aHasi3 3MileHnx @uiyKTyauivi, BUKODUCTOBYIOYM
Teopemy BiHepa-XiHunHa 1a JOBEAEHHS CaMOINOAIGHOCTI Takux @JIyKTyaLid. BUKOPUCTOBYBAHUMN METOAAMH €. CUHIYIISPHUA aHA/I3
CrIEKTDY, EKCIIOHEHLIIAIBHE 3I/Ia/DKYBAHHS MOAEIOBaHHS Ta aHa/li3 aBTOKOPENSLIiHNX @yHKUIM. OTpuMari Taki pesysbtati. Habip
AaHux sIBJISE COBOK0 CyMy [AOCUTH [1/I8BHUX TDEHAIB | AETDEHAOBAHNX QIIYKTYaLIV, TPEHAN aPTEDIa/IbHOrO TUCKY MAK0Tb MEBHI HiYHI
MIHIMYMY, AETPEHAOBAHI GJIyKTyauii - ue Apobosi raycosi wymu 3 MoKasHukom Xepcra 6/msbko (0.80 + 0.016), eHepreTwyHi
CIIEKTPU [ETDEHAOBAHUX Q@UIYKTyauii Gysm 3HavigeHi Brieple. HaykoBa HOBU3HA OTPUMAHUX Pe3ysibTartiB. 1) sumipsHmi 24-
TOANHHWI 11YJIbC | aHa/B3N apTEPIA/IbHOMO TUCKY PO3K/IAAAIOTECS HA AOCUTDL I/1aBHI TPEHAM | AETPEHAOBAHI @ryKTyauii; 2) TpeHan
Z03BO/ISIOTH GifIbLl HAJIMHO OUiHIOBaTU 24-rogukHHi, HiYHi Ta [060BI CEPEAHI 3HAYEHHS apTEPIA/IbHOrO TUCKY, SKI € OSIOBHUMY
IHAMKAaTOpamu CEPIi BUMIDIOBAHHS Ta MOHITOPUHIY apTepIasibHOro TUCKY, 3) AETPEHAOBAHI KO/MBAHHS MICTATL [HILY LiHHY
AiarHOCTUYHY [HGOpMaUio, Taky SIK KOPOTKOYACHa Bapiabe/bHICTb apTepiasibHoOro TUCKY abo rokasHuk nepcvcreHyii. 4)
QDAYKTyaUiiHmWA aHasi3 Hadae iH@OPMAaLIito PO CIEKTPHU MOTYXKHOCTI CEPIi MOHITOPUHIY apTepiasibHOro TUCKy Ta ix MogibHICTL 40
CrIEKTPIB YaCTKOBOIro WymMy [ayca, 4) 3HaHHs KOPOTKOYaCoBUX 3MiH aPTEPIa/IbHOMO TUCKY € OCHOBOKO AJ/151 IOOYA0BU iHBOPMATUBHUX
rpagikiB MoBTOPIOBAHOCTI [/15 MOHITOPUHIY apPTEDIA/IbHOIO TUCKY, 5) AETPEHAOBaHI Q/yKTyauli IAEHTUDIKYIOTEC K GPaKLiViHm
raycoBmi LLyM, KU € CAMOITOAIGHUM CTOXaCTUYHUM [1DOLIECOM.

Knodosi crioBa: MateMatMyHe MOAE/IOBAHHS], TEXHOJIOM BUKOHAHHS OBYUC/IEHb, CUHIY/ISPHWA aHami3 CcrekTpy,
DRYKTYaLiviH aHa/3, CTOXaCTUYHUI MPOLEC, KOMITIOTEDHUI MOHITOPUHI 3PTEPIA/IbHOIO TUCKY.

Introduction
Ambulatory blood pressure monitoring (ABPM) is a widely recognized technique for diagnosing
hypertension. From a clinical perspective, the most valuable information is the 24-hour average and nocturnal blood
pressure readings. Other derived indices of ABPM also have clinical significance, albeit to a lesser extent [1].
Routine ABPM involves a few dozen trials over 24 hours that are more or less regular, often averaged within each
hour [2]. This ordinary and cheap test solves a pretty lengthy and impressive list of diagnostic problems [3]:

1) Identify "white coat" hypertension.

2) Identify masked hypertension.

3) Detect standard 24-hour blood pressure patterns (dipping, daytime, and nocturnal hypertension).
4) Assess hypertension treatment.

5) assessing hypertension in the elderly, children/adolescents, pregnancy, and high-risk patients.

6) Identify ambulatory hypotension.

7 Identify blood pressure patterns in Parkinson's Disease.

8) endocrine Hypertension.
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The authors [4] presented statistical data from five prominent medical centers known for their work in
ambulatory blood pressure monitoring (ABPM). This data indicates a trend in the increasing use of ABPM,
suggesting that its growth is primarily due to its clinical benefits rather than reimbursement incentives. The statistics
show a steady rise in ABPM testing over time.

The use of ABPM to monitor treatment can be notably facilitated by software capable of providing a trend
report [4]. Although the adverse cardiovascular consequences of hypertension primarily depend on average blood
pressure values [1], evidence from observational studies and clinical trials has shown that these outcomes may also
depend on increased short-term and long-term blood pressure variability (see [5] and [6]).

Trend analysis in ABPM helps identify long-term blood pressure patterns, including sustained hypertension
and nocturnal dipping patterns. Such information is crucial for diagnosing conditions like nocturnal hypertension,
which often go unnoticed in clinical settings [7].

Detrended fluctuation analysis (DFA) is increasingly being explored in ABPM to reveal subtle, long-range
correlations in blood pressure variability, particularly those associated with cardiovascular risk and autonomic
regulation [8]. However, recent studies specifically applying DFA to ABPM remain relatively niche. The
contribution of our research may be defined as an extention og this niche.

Related works

It is reasonable to break down ABPM readings into at least two components: smooth trends and pure
fluctuations free of trends. The first component reflects low-frequency signals, which indicate averaged parameters.
The second component relates to high-frequency signals associated with short-term variability. We are only
referring to short-term variability, as there are valid concerns about whether long-term variability can be accurately
determined from standard ABPM readings [5,7].

Research has also been conducted on the multifractal multiscale analysis of detrended fluctuations using the
DFA method [8,9]. The goal is to enhance clinical procedures for more accurate cardiovascular risk assessment.
Additionally, this research could aid in analyzing day/night variations in blood pressure. The application of real-time
heart rate variability as a predictor of hemodialysis efficiency in patients with end-stage kidney disease is detailed in
[10].

However, attempts to decompose ABPM data are still relatively rare [7, 8, 11, 12]. The issue arises because
commonly used digital filters, such as wavelets, typically involve two-fold downsampling, which is undesirable for
short series like those in ABPM [12]. Meanwhile, innovative methods, such as ABPM registration using computer
vision techniques [13], enable continuous blood pressure monitoring, allowing data series to be as lengthy and
detailed as needed. Nevertheless, traditional ABPM methods will continue to produce short series.

It is essential to note that methods are available that do not require downsampling of short time series. For
instance, Principal Component Analysis (PCA) is closely related to the Poincaré Plot technique, especially when
considering these plots for embedding short ABPM series in a two-dimensional space [12, 14].

Another method, Singular Spectrum Analysis (SSA), is often considered more suitable for more extended
series [15]. However, its effectiveness for short series should also be evaluated. A third method that might be
utilized is Exponential Smoothing Modeling (ESM) [16, 17], which involves decomposing the studied series. An
attempt to apply ESM to DFA can be found in [18]. Nonetheless, the authors are not aware of any examples of the
ESM technique utilizing ABPM data, which inspired us.

Aim and tasks

Express-analyze of publications hints at two principal different, but mutually ancillary, approaches to
ABPM:

1. Usage of advanced but more expensive registration techniques ([13])

2. Usage of advanced but more complex processing methods ([11] and [12])

Based on the abovementioned point, one can formulate the article's primary purpose. The aim is to predict
the reliable separation of the ABPM series on smooth trends and fluctuations, free of trends (detrended ones), for
deeper insight into the ABPM structure and more reliable diagnostics.

Trends shall reflect the average features of the ABPM series, including nocturnal dipping. At the same
time, the detrended fluctuation analysis (DFA) will inform us about the series' persistence and self-similarity if they
exist.

The following tasks were formulated to achieve the stated goal:

a) Data Decomposition: Divide the ABPM time series into smooth trends and detrended fluctuations
using SSA and ESM. Compare and validate the results obtained from these two independent methods.
b) Persistence Analysis: Perform Detrended Fluctuation Analysis (DFA) to evaluate the persistence

and self-similarity of the detrended fluctuations. Estimate the Hurst exponent to quantify the memory effect in blood
pressure variability.

c) Variability Characterization: Apply Principal Component Analysis (PCA) to quantify short-term
variability in ABPM data. Construct recurrence plots to visualize and analyze patterns within detrended fluctuations,
including their recurrence ratios and entropy.
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d) Clinical Relevance Assessment: Analyze trends to determine 24-hour, nocturnal, and diurnal
average blood pressure values. Assess the significance of nocturnal dipping and identify diagnostic indicators
derived from trends and fluctuations in blood pressure.

Theory and Experiments Origin and Brief Description of Data

CardiacDirect (https://www.cardiacdirect.com/) is a US-based medical equipment supplier specializing in
cardiac devices and accessories. They released a report on the ABPM trial [2] involving an African American
female patient with severe hypertension but not currently taking any active medication. This test was conducted to
determine the appropriate treatment and was performed by the Oscar 2™ automatic blood pressure monitor.

The report included 60 automated measurements and was created using AccuWin Pro 4. This user-friendly
Windows application allows for the configuration, analysis, interpretation, and reporting of ABPM studies. The test
started at 16:13 and finished the next day at 16:30. The sleeping time was in the range (23.00 - 7.00). The trials were
hourly during sleeping; the diurnal ones had 20-minute intervals.

Exponential Smoothing Models

Exponential Smoothing Modeling (ESM) emerged in the second half of the last century as a forecasting
method for time series data [16, 17, 19]. It posits that recent observations have a greater influence on the future
values of a series than older ones. This method applies to time series that exhibit trends, seasonality, or both, as well
as to those that lack these characteristics.

One of the branches of ESM is called "state space models," which includes Error-Trend-Seasonality (ETS)
modeling. Each ETS model consists of a measurement equation that describes the data and some state equations that
describe unobserved components or states (such as errors, level, trend, and seasonality) that change over time [17].

There are about 30 distinct ETS models, the details of which are described in the recently published
book [16], resources [17], and paper [19]. Thus, any time series may be approximated by one of those. Various
information criteria can be used here to determine which of the ETS models is most appropriate for a time series
[14]. These are often the Akaike's Information Criterion, or the Bayesian Information Criterion. The method is
programmed and implemented in many software, particularly Excel (since 2016), Maple (since 2018), and Python
(since 2020) [17]. It is included in the "Time Series Analysis" package within Maple.

There are three main types of exponential smoothing. A simple method assumes no essential trends or
seasonality, an extension that accounts for trends, and the most advanced approach supports both trends and
seasonality [16]. Short series like ABPM exclude seasonalities.

Singular Spectrum Analysis
In [15], Singular Spectrum Analysis is explained in detail, especially its theoretical and computational
foundations. SSA is viewed as a digital filter bank for biomedical signals [20]. SSA implementation within Maple
was developed in [20] for a series with a short length of N = 128 points. However, the authors aim to apply SSA to
ABPM, a much smaller series with only N = 24 samples.
A window length of 2 < L < 0.5N has a crucial meaning in this method. The point is that L defines the
accuracy of trend extraction, and it is desirable to choose maximal L = 0.5N [20].
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Fig. 1. Singular values of trajectory matrix for diastolic blood pressure series in the semi-logarithmic axes;
those in a shadowed area are less than the mean value of the complete array
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In Fig. 1, an array of singular values is displayed for the trajectory matrix corresponding to the series of
diastolic blood pressure measurements from the ABPM. Similar diagrams are observed for the systolic and cardiac
series. According to Kaiser's heuristic rule [15], ignoring all singular values and their right and left eigenvectors is
recommended if the particular values are less than the mean of the array. For the diastolic and systolic blood
pressure series, it is suggested that only the two highest singular values be considered. Aside from heart rate, even
the highest singular value is enough.

Let 1 <n <L be the number of accounted singular values and {s}i-i, 1 the array of singular values. After
that, the part of the total dispersion that ensures these selected values could be estimated as follows:

0<o=-—<1 )

i=1

The evaluations using expression (1) give 0.988, 0.998, and 0.993 for the heart rate, systolic, and diastolic
pressure series of ABPM. One should remember that the quantities of accounted singular values (n) are equal to 1, 2,
and 2, respectively. The highest singular values within SSA usually define the trends [9].

To characterize a complex system based on time series, trends, and fluctuations, these aspects should be
studied separately. Detrended Fluctuation Analysis (DFA and similar methods [16, 17, 19]) enables the reliable
detection of long-range (auto-) correlations and self-similarity in data, provided they exist. Their investigations help
to find the series's persistence (or sometimes anti-persistence) and estimate their Hurst exponents [21].

Principal Component Analysis: short-time variabilities and recurrence plots

Blood Pressure (BP) is a highly dynamic parameter characterized by continuous fluctuations, including
short- and long-term variability. Short-term variability within 24 hours can be readily assessed using ABPM [5], for
instance, through the use of Poincaré Plots or Principal Component Analysis (PCA) [11, 12]. Different evidence
from observational studies and post hoc analyses of data from clinical trials has indicated that cardiovascular events
may also depend on increased short-term BP variability [5].

Estimating short-time BP variability can be a natural threshold for building informative recurrence plots for
the ABPM series. These plots reflect the fundamental property of any life process, its relapsing (cycling) [22].

Trends
Trends enable us to estimate the average values required for clinical diagnostics more accurately (see
Table 1). Note that the average values attained via different methods are almost identical. The heart rate unit is in
bpm, while the BP unit is in mmHg.

Tablel
Average values for ABPM series
24-hours Nocturnal
Method Heart rate BP ratio Heart rate BP ratio
SSA 70 136/90 69 118/74
ETS 70 135/89 70 116/72

The night dipping of Table 1 is statistically significant at a confidence level of 0.99, as determined by a
standard two-sample Z-test for 24-hour and nocturnal trials. The one exception is the heart rate trend, obtained via
the ETS method, which shows no nighttime decrease in heart rate.

The similar results [2] concerning the night dipping are somewhat questionable. The dip in blood pressure
observed in this report bordered on the respective standard deviations, which were overestimated in this method due
to the impact of mixed fluctuations that were not separated from the sought signal. Meanwhile, our trends are free of
such volatility.

Figure 2 illustrates the trends in heart rate and blood pressure ABPM series obtained using the SSA and
ETS methods. They look similar but not identical. In particular, the SSA trends for blood pressure are much
smoother than the analogous ETS trends. Besides, the SSA heart rate trend is not trivial compared to the ESM
prediction
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Fig. 2. Trends for heart rate (upper graph) and blood pressure (lower one); point lines show ETS trends, solid lines - SSA ones

Most trends in Fig. 2 have minima at nighttime. The one exception was mentioned above. Heart rate trends
and BP ones have periodograms that show only one peak that matches the periodicity of about 24 hours. The SSA
trends for blood pressure appear smoother than those of the ETS (Fig. 2).

Detrended fluctuations

The separation of detrended fluctuation allows for estimating their contribution to short-term heart rate and
blood pressure variabilities. According to our SSA results, the heart rate, systolic blood pressure, and diastolic blood
pressure show fluctuations of 6.5 bpm, 5.4 mmHg, and 6.0 mmHg, respectively. Similarly, ESM results indicate
fluctuations of 6.7 bpm, 6.6 mmHg, and 7.7 mmHg, respectively. Comparing these results with the standard
deviations reported in [2] of 7.0 bpm, 14.7 mmHg, and 13.2 mmHg, we can see that the fluctuation causes almost all
of the heart rate variability and about half of the blood pressure uncertainty.

Detrended fluctuations reveal specific correlograms (autocorrelation functions); examples are shown in
Figure 3. Results for BP are displayed there, but the correlogram for heart rate is similar to them.

All correlograms, regardless of whether obtained via SSA or ETS methods, exhibit decay with a power-law
dependence on lags (L). It was confirmed in [22].
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Fig. 3. Normalized correlograms for systolic (upper chart) and diastolic (lower diagram) arterial blood pressures; detrended fluctuations
attained via the SSA method

Two other DFA exponents [22] are linearly connected with vy :
a=1-vy/2, B=1-y. (2)

The relations (3) are the straight consequences of the well-known Wiener-Khinchin theorem. At that, 8
defines the slope of power spectra (P(f) ~ f--P), while a is an index of the noise "color."

The decay laws were found to be highly linear when examined on double-logarithmic axes. This excellent
linearity is supported by the determination coefficients (R-squared values shown in Table 2). The DFA scaling
exponents (o) are closely aligned across different series and methods of detrended fluctuation analysis. The
inequality o > 0.5 indicates that these series are fundamentally self-correlated, persistent, and exhibit "long
memory."

Autocorrelation functions (correlograms) enable us to determine the power spectra of detrended
fluctuations using the Wiener-Khinchin theorem, as demonstrated in the above-cited papers [20]. The power density
is close but not identical for Detrended fluctuations attained via the SSA and ETS methods (see Figure 4). Spectra
testifies that the series exhibits fluctuations with periods shorter than 24 hours, in contrast to the trends.
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Table 2
DFA exponents and linearity estimators of the scaling power law in double-logarithmic axes
Meth. SSA ETS
HR SBP DBP HR SBP DBP
o exp. 0.79 0.82 0.80 0.78 0.79 0.78
R? 0.998 0.993 0.998 0.998 0.998 0.998

Note: HR, SBP, and DBP in Table 1 mean heart rate, systolic, and diastolic blood pressures, respectively.

Poincaré plots for the ABPM series have been examined in [11]. Our calculation, based on the method [12],
confirms the earlier findings of [11]: short-term variabilities (SD1) are 6.5 bpm, 4.9 mmHg, and 5.7 mmHg,
respectively. These thresholds enable the construction of matrices of similarity and recurrence plots. Fig. 5 displays
examples of such plots for the detrended fluctuations of BP. One can see that SSA and ETS recurrence plots are
alike but not identical.

0 0.00005 0.00010 0 0.00005 0.00010
Frequency (Hz) Frequency (Hz)

0 0.00005 0.00010
Frequency (Hz)

Fig. 4. Power spectra for blood pressures: systolic BP (left side) and diastolic one (right side); the upper row reflects the SSA method,
while the lower one - ETS; solid lines are the power densities, dash-dot lines show the power-law decaying of power spectra with $=0.6,
following (3) and data of Table 2

First, we can note that the results of two conceptually different methods (SSA and ETS) turned out so close.
Similes within Section 3 demonstrated this convergence, which was not guaranteed a priori.

SSA does not predict specific time series structures ([15] and [20]) in contrast to ETS ([16, 17] and [19]. As
a result, the partition of a time series strongly depends on the procedure of "singular triples grouping", which is
partly an art based on experience and partly a technique.

The Kaiser's rule, used in this paper, is essentially a "rule of thumb." Another similar "thumb rule," the
Cattell scree plot test [18], demands, for example, accounting for the first five singular values instead of two by
Kiser's rule for Fig.1. We checked such a variant. As a result, some fluctuations are transferred to the trend, thus
losing smoothness.

Perhaps the higher reliability of Kaiser's rule is due to the specific structure of the ABPM series. ETS
claims that these series have the simplest possible model with additive noise, known as "simple exponential
smoothing" [16]. There is no seasonality, but maybe a simple, smooth, undamped trend or no trend. Thus, the first
few "singular triples" (one or two) might be enough to extract such a trend. Therefore, ETS modeling hints at
"triples grouping" within SSA. They are excellent at working in "a couple."

The partition of the ABPM series into trends and fluctuations free of trend is possible via both methods,
yielding close results. Note that SSA provides smoother trends, although it is slightly more labor-intensive. Purified
trends, for instance, allow for a more reliable evaluation of 24-hour and nocturnal averages and night dipping
because the noise-like components have been excluded from the valid signal.

Estimating the persistence of time series within ABPM is possible by analyzing detrended fluctuations.
These time series have a long memory and are autocorrelated. However, it is not accurate to consider these
fluctuations as Fractal Gaussian Noise (FGN) based solely on DFA exponent evaluations from Table 2. That is
because FGN must have stationary increments and a power-law decay of its power spectra. In the best case, real
power spectra (as shown in Fig. 4) are asymptotically close to the power-law decay.
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Fig. 5. Recurrence plots for detrended fluctuations: systolic BP (left-hand side) and diastolic one (right side); the upper row holds the
SSA results, while the lower one — ETS: recurrence ratios are 0.451, 0.483, 0.389, and 0.402, respectively

Cleaned trend fluctuations also allow us to estimate short-range variabilities, which are the operative
reactions of the blood circulatory system in an inconsistent habitat. Such variabilities can serve as the natural
thresholds for the recurrence analysis of fluctuations.

The recurrence plots offer a range of exciting conclusions when one follows the qualitative analysis of [23]:

a) Many single isolated "pixels" testify to the dominance of heavy fluctuations or that ABPN is even
partly stochastic and noisy.
b) Vertical and horizontal lines forming rectangles mean some states do not change or change slowly

for some time (laminar states), or the process is halted at a singularity in which the dynamics are stuck in paused
states.

c) Periodic patterns indicate that the process has characteristic cyclic ties, with periods corresponding
to the time distance between periodic structures, which a circadian rhythm may cause.
d) SSA predicts a few higher recurrence rates than ESM concerning the ABPM systolic BP series.

Reliable SSA requires high-resolution data collected at least 30 minutes to one hour to monitor
physiological responses effectively. The higher the temporal resolution of the time series, the more precisely we can
distinguish the rapidly changing physiological components.

This limitation applies to ESM even more, as seen in Fig. 2, where this method demonstrates the lack of
trend smoothness. Revising the standards for automated ABPM to shorten the intervals between consecutive tests
may help overcome this limitation.

Discussion

As shown in Table 1, our results indicate a significant overestimation of the nocturnal pulse dip, with
traditional processing reporting a seven-bpm increase compared to our measurement of no more than one bpm.
Furthermore, the processing without partitioning [2] also notably exaggerates the 24-hour average blood pressure
ratio (146/99 vs. our 136/89) and the nocturnal blood pressure dip (37-30 mmHg vs. 16-18 mmHg).

Detrended fluctuations provide additional valuable diagnostic information, including short-range BP
variability [21] and persistence exponent. In particular, the Hurst Exponent evaluation testifies that it falls within the
(0.5 — 1.0) range, with the most likely value being approximately 0.8. It indicates the persistent behavior of
detrended fluctuations in the ABPM series, as well as some similarity with Fractional Gauss Noise, notably self-
similarity and a power-law decay.

Additionally, fluctuations analysis offers insights into their power spectra and their similarity to fractional
Gaussian noise (FGN). Understanding the nature of noise may improve the accuracy of ABPM trials in the future,
for example, by employing noise filtering techniques. Knowledge of the short-time variabilities of BP became the
basis for creating informative recurrence plots for the ABPM series.

Reliable SSA requires high-resolution data collected for at least 30 minutes to one hour to monitor
physiological responses effectively. The higher the temporal resolution of the time series, the more precisely we can
distinguish the rapidly changing physiological components.
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This limitation applies to ESM even more, as seen in Fig. 2, where this method demonstrates the lack of
trend smoothness. Revising the standards for automated ABPM to shorten the intervals between consecutive tests
may help overcome this limitation.

Finally, the authors confidently assert that the primary objective of this research — reliably distinguishing
between smooth trends and trend-free fluctuations in the ABPM series has been successfully achieved. The tasks
specified in subsection 1.3 (a, b, ¢, and d) were executed with thoroughness and attention to detail, as supported by
the preceding text.

Conclusions

Let us summarize the conclusions with a few points:

1. The ESM and SSA trends are truly close, but SSA ensures smoother curves

2. DFA analysis indicates the persistent behavior of detrended fluctuations in the ABPM, as well as
similarity with Fractional Gauss Noise, notably self-similarity and a power-law decay/ ABPN are the series with
"long memory"

3. The recurrence analysis reveals a relatively high recurrence rate for ABPM.

4. It would be helpful to decrease the intervals of measuring within standard ABPM to 30 minutes instead
of one hour, and the number of trials increases to 48 per 24 hours.
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WORKLOAD BALANCING IN THE TEST CASE SCHEDULING: A
METHEMATICAL APPROACH

Efficient scheduling of test cases is a critical task in environments where execution resources, such as testers or test
environments, are limited and subject to individual availability constraints. In this paper, we propose a flexible and extensible
mathematical model for optimizing test scheduling based on discrete time blocks. Each test case has a fixed duration and must be
assigned to exactly one compatible tester. Testers, in turn, may be unavailable at specific time blocks due to pre-scheduled
meetings or fixed breaks, such as lunch. The scheduling objective is to minimize the makespan, defined as the latest finish time
among all scheduled tests. The model is formulated as a mixed-integer linear programming (MILP) problem that integrates testers'
compatibility and availability constraints with task assignments into a unified framework. In contrast to models that assume testers
are always available or disregard personal schedules, our method incorporates individual availability constraints for more realistic
planning. The model is assessed on a synthetic scenario involving multiple testers with defined break times and varying task
compatibility, and the resulting schedule is visualized with Gantt charts. The proposed formulation serves as a foundation for more
advanced scheduling systems in quality assurance and resource-constrained testing workflows.

Keywords: software testing, test case scheduling, resource allocation, mixed-integer linear programming, constrained
optimization.

MIX Ipuna, BIVIMK Onexciit

HarionansHuii yHiBepcuTeT «JIbBiBCbKa MOJIITEXHIKA»

BAJTAHCYBAHHSI HABAHTAZKEHHSI IIPU IIJTAHYBAHHI CILIEHAPIIB
TECTYBAHHSA: MATEMATUYHUMU ITIAXI

EgpeKTvBHE CTBOPEHHS PO3K/IaAy CUEHAPIB TECTYBaHHS € HAA3BUYaHO BaXI/MBUM 3aBAAHHAM Yy CEPEAOBULLEX, AE
pecypcu A1 BUKOHaHHS, Taki SIK TeCTyBa/ibHUKU abo TeCTOBI CEPEAOBULYE, € OOMEXEHUMU Ta JOCTYITHUMU 38 IHANBBAYE/IbHUMMU
rpagikamu. Y Lii CTaTTi 3arpOroHOBaHo rHyYKy Ta MacliTaboBaHy MateMaTyHy MOAEb 4715 OMTUMI3aLIT PO3KIGAY TECTYBaHHS Ha
OCHOBI AUCKDETHUX YacoBux OIOKIB. KOXeH TECT-CUEHapii Mae @iKcoBaHy TDMBANICTL | MOBUHEH GyTu MPUSHAYEHMI OBHOMY
CYMICHOMY TECTYBaslbHUKY. TECTYBa/IbHIKY, Y CBOKO YEPry, MOXYTb OYyTH HEAOCTYITHUMA Y MIEBHI MPOMPKKU HYaCy YEPE3 3aIiaHOBaH|
3YCTPIYi 360 QIKCOBAaHI MepepPBy, HanpuKkial, obig. MeToro riaHyBaHHs € MIHIMI3ALS 3ara/lbHoro Yacy BUKOHaHHS TeCTyBaHHS, Lo
BUZHAYAETHCA K HAUMBHILLUMY HaC 38BEPLIEHHS MPUIHAYEHUX TECT-CLUEHAPIB. Moge/ib ChopMy/IbOBAHO AK 3a4aqy 3MillaHOro
Li/I0YNCESIBHOMO JIIHIMHOIO rporpamyBanHs (MILP), ska 06'€qHye B EAnHIV CTDYKTYDI OBMEXEHHS Ha CyMICHICTb Ta AOCTYIHICTb
TECTYBa/IbHUKIB [U15 PU3HAYEHHS 3aB4aHb. Ha BIAMIHY Bi MOAENEH, SKi MPUITYCKarOTL OCTIVIHY JOCTYIIHICTE TECTYBa/IbHUKIB 360
HE BPaxoBylOTb iXHI OCOOUCTI pO3KIaaH, HALL METO4 BPAXOBYE IHANBIAYa/IbHI OOMEXEHHS AOCTYIIHOCTI A/15 OifiblL PeasiicTMYHOro
11/1aHyBaHHA. /151 OLiHKN €QEKTUBHOCTI MOAE/ BUKOPUCTAHO CUHTETUYHI CLEHEPIT I3 AEKI/IbKOMA TECTYBAaIbHNKaMY, BU3HAYEHUMM
nepiogamu NeEPEPB | PI3HOK CyMICHICTIO 3aBAaHb, a OTPUMaHWI PO3KIa4 NogaHo 4Yepes giarpamm [aHTa. 3anporoHoBaHa MoAe b
MOXe C/TyryBatv OCHOBOIK V15 106YA0BM OifibLL CKAGAHUX CUCTEM IVIaHyBaKHHs Yy CEDI TECTYBaHHS Ta KOHTPOJIO SIKOCTi B yMOBax
HecTayl pecypcis.

KITI040Bi C/10Ba: TECTyBaHHS MPOrpaMHOro 3ab6e3reyqeHHs, /iaHyBaHHs TEeCTOBUX CLEHAEPIIB, pO3rogia PeCypCiB, 3MilLaHe
LIIOYNCETIBHE JIIHIVHE MPOrpamyBaHHs], ONMTUMIZaLIS 3 OOMEXEHHIMA.

Introduction

In modern software development lifecycles, testing plays a central role in ensuring product quality, system
stability, and timely releases. As development processes accelerate under Agile and continuous integration
frameworks, the pressure on test teams to deliver fast and thorough feedback increases. Testing must not only be
accurate but also efficiently organized — particularly when multiple test cases must be assigned to limited testing
resources under strict time constraints. Real-world testing environments introduce a number of challenges: testers
and test environments are not always interchangeable, availability may be fragmented due to meetings or shifts, and
time windows for testing are often constrained by sprint boundaries or release deadlines. As a result, manually
constructing optimal test schedules that satisfy all technical and organizational requirements is both time-consuming
and error-prone.

Previous research has explored test planning and resource allocation from various perspectives, including
multi-sprint scheduling [1], metaheuristic test assignment [2], and architecture-driven reliability models [3].
Scheduling problems based on Mixed-Integer Linear Programming (MILP) have also been proposed for testing
environments with complex resource constraints [4], [5], demonstrating their flexibility in encoding assignment,
timing, and compatibility rules. Broader studies on test resource allocation [6], [7] emphasize the importance of
optimizing test execution in terms of both efficiency and quality, while dynamic sprint replanning strategies [8] and
modular software setups with change-point analysis [9] extend this line of research to more adaptive contexts. Al-
driven solutions have also been investigated for resource-aware scheduling under uncertainty [10], incorporating
intelligent heuristics and learning-based strategies. Several recent works address challenges closely related to our
test scheduling model. Time-aware scheduling in shared-resource environments has been explored in cyber-physical
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systems, highlighting the importance of precise execution under resource constraints [11]. Optimization-based
sequencing using metaheuristics like particle swarm optimization targets similar goals of cost and time efficiency
[12]. Dynamic test selection approaches, including just-in-time execution [13] and fuzzy prioritization [14],
demonstrate the value of context-sensitive planning, though they often lack formal guarantees. Constraint-guided
scheduling has shown strong industrial applicability in managing complex test environments [15], and large-scale
case management efforts emphasize the need for robust tooling [16]. Complementing these efforts, systematic
reviews provide a foundation for evaluating prioritization strategies [17]. Our work builds on these insights by
offering a practical, extensible MILP-based model that unifies compatibility, availability, and non-overlap
constraints to achieve balanced, time-efficient test schedules.

Despite these contributions, many existing models either assume continuous resource availability or do not
explicitly incorporate structured calendars, shared breaks (such as lunch), or time-discretized execution windows. In
practice, however, such factors are unavoidable. To address this, we propose a discrete-time MILP-based model that
optimizes test case scheduling under personalized availability constraints. The model ensures that each test is
assigned to a compatible tester in a way that respects all timing constraints while minimizing the overall makespan
— the latest test finish time across all testers.

In this paper, we formally define the scheduling problem and present a MILP formulation that integrates
resource-task compatibility, time discretization, and fixed unavailability periods. We validate our approach using a
realistic synthetic scenario involving multiple testers, varied test durations, and non-overlapping availability
schedules. The model is evaluated based on schedule compactness and total completion time, and results are
visualized using block-based Gantt charts.

Problem Definition

We consider the problem of scheduling a set of software test cases over a working day, where each test
must be assigned to a compatible tester within their available time. The objective is to minimize the makespan —
the time at which the last test finishes — while ensuring no overlaps, respecting resource constraints, and accounting
for structured unavailability such as meetings and lunch breaks.

Time is discretized into uniform blocks of size A (e.g., 15 minutes). The total number of blocks, denoted by
T, depends on the duration of the working day. All tests are non-preemptive, meaning they must run to completion
once started.

Let:

. I: Total number of test cases;

. K: Total number of testers;

. T: Total number of discrete time blocks in the scheduling horizon;

° d;, i = 1..1: Duration of test case i, expressed in number of blocks;

. cix €{0,1},i =1..1, k = 1..K: Compatibility matrix — 1 if test case i can be executed by tester
k, 0 otherwise;

o Ap: €{0,1}, i = 1..1, t = 1..T:Availability matrix — 1 if tester k is available at time block ¢, 0

otherwise (e.g., due to a fixed meeting or break);

We define binary decision variables x;, . € {0,1}, i = 1..1, k = 1..K, t = 1..T,: where x;, = 1 means
that test case i is executed by tester k and starts at time block t. Additionally, we define M € R™ as the makespan,
measured in minutes.

The model includes the following constraints:

. Unique assignment: Each test case must be scheduled exactly once
ko1 Dtet Xige = 1Vi=1..1;
. Compatibility: Tests can only be assigned to compatible testers
Xigt =0ifci, =0Vi=1..Lk=1.K,t=1.T;
. Task duration feasibility: No test may exceed the end of the working day
Xige =0Vi=1.1,k=1..K,tsuchthat(t +d; — 1) > T;
. Tester availability: No test case may be scheduled to start at a time that would cause it to exceed

the scheduling horizon.
xi'k‘t = 0 ifAk,T = O,T = t,..,t+ di - 1,Vl = 1I,k = 1K,t = 1T,

. No overlap: A tester may run only one test at a time
T—di+1 t+d;—1
i X N Xy <1V = 1..K;
. Makespan definition: the makespan must be greater than or equal to the end of any scheduled task

M=>(t+d—1)*A*x;,Vi=1.Lk=1.K,t=1.T.
The objective is to minimize the overall makespan M, which corresponds to the completion time of the last
scheduled test case. Thus, it is defined as
minM
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By minimizing this value, the model encourages compact and efficient scheduling, improving test
throughput and enabling faster integration or release cycles. This is especially valuable in time-sensitive
development processes such as Agile sprints or continuous delivery pipelines.

Materials and Research Methods

This study applies a mathematical optimization framework to address the problem of scheduling test cases
under resource constraints and individual availability limitations. The core methodology is based on a Mixed-Integer
Linear Programming (MILP) formulation, which provides a rigorous and flexible means to encode scheduling
decisions, compatibility constraints, and temporal limitations using a fully linear model.

To support the discrete execution of test cases, the working day is divided into a sequence of uniform time
blocks of duration A (e.g., 15 minutes). All temporal aspects of the problem—such as test case duration, start and
end times, and periods of unavailability due to meetings or breaks—are represented in terms of these blocks. This
discretization allows the model to reflect real-world calendar constraints while maintaining computational
efficiency.

The MILP model includes binary decision variables x; ; ;, which indicate whether test case iii is assigned to
tester k at time block t, and a continuous variable MMM representing the overall makespan, defined as the latest
test completion time. The model enforces:

. unique assignment of each test case to one compatible tester;

. avoidance of overlaps in the schedule of any tester;

. exclusion of tasks from blocked periods (e.g., meetings, breaks);
° and minimization of the makespan.

All constraints and the objective function are expressed using linear relationships, enabling exact
optimization with MILP solvers.

The model is implemented in Python using the PuLP optimization interface. We utilize the CBC solver
(Coin-or branch and cut), an open-source MILP solver that integrates seamlessly with PuLP and supports both
binary and continuous variables. Model construction and parameterization are fully automated. Feasible variable
combinations are generated dynamically, based on test duration, tester compatibility, and availability. To interpret
the resulting schedule, we generate visualizations using matplotlib and seaborn. The final output is rendered as a
Gantt-style chart, with time plotted along the horizontal axis and testers along the vertical axis. Each test case is
shown as a colored bar, labeled with its identifier, and fixed unavailability periods (e.g., lunch or meetings) are
marked in gray. This provides an intuitive view of the scheduling outcome, workload distribution, and idle periods.

The proposed implementation supports configurable simulation parameters, enabling reproducibility and
adaptation to various practical settings, such as full-day testing, sprint-bound scheduling, or load-balanced resource
planning.

Experiments
To evaluate the effectiveness of the proposed scheduling model, we conducted two experiments with
increasing complexity. In both cases, the goal was to assign test cases to testers in a way that respects fixed meeting
times, avoids overlaps, and optimally utilizes the available workday. All tests were scheduled between 10:00 and
19:00 and split into 15-minute blocks. Each tester had a lunch break from 14:00 to 15:00, and additional fixed
meetings that varied in number and timing.

Experiment 1: Two Testers with Long Tasks

In this scenario, 10 test cases of varying durations were distributed between two testers. Most tasks were
compatible with both testers, although some were exclusive to one tester to introduce decision complexity. Each
tester is also subject to availability constraints, including a mandatory lunch break and individual fixed meetings.
The complete input data for this experiment is presented in Tables 1 and 2. Table 1 shows the test cases, their
durations (in minutes), and the compatible testers. Table 2 presents the fixed meeting times for each tester, with all
time values expressed in 24-hour format.

Table 1.
Description of the test cases for the first experiment: durations and compatibility with testers
Test Case Duration (min) Compatible Testers
Test A 135 Tester 1, Tester 2
Test B 60 Tester 1, Tester 2
Test C 90 Tester 1
Test D 120 Tester 1, Tester 2
Test E 90 Tester 2
Test F 75 Tester 1, Tester 2
Test G 75 Tester 1, Tester 2
Test H 75 Tester 2
Test 1 60 Tester 1, Tester 2
TestJ 45 Tester 1, Tester 2
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Description of the testers fixed meetings for the first experiment

Tester Event Start Event End Duration (min)
Tester 1 14:00 15:00 60
Tester 2 11:30 12:00 30
Tester 2 14:00 15:00 60
Tester 2 15:00 15:30 30

The resulting test schedule is illustrated in Figure 1. As shown, the optimizer respects all constraints and
allocates tasks efficiently. Tester 1, with fewer interruptions, completes longer tasks and works until 19:00, while

Tester 2, who has more frequent meetings, concludes by 18:15.
Test Schedule per Tester (10:00-19:00)
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Figure 1. The first experiment. The optimized test schedule for two testers
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The second experiment increases the complexity to reflect more realistic, high-density team operations. It
includes three testers and twenty-two test cases with diverse durations and a more intricate compatibility matrix.
Many test cases are executable by multiple testers, though some remain exclusive. This setting mirrors real-world
project scenarios where responsibility overlaps but expertise or permissions differ. Each tester has an individual
schedule of fixed meetings throughout the day in addition to the shared lunch break from 14:00 to 15:00. The input
configuration is summarized in Table 3 and Table 4.

Table 3.

Description of the test cases for the second experiment: durations and compatibility with testers

Test Case Duration (min) Compatible Testers
Test A 60 Tester 1, Tester 2
Test B 45 Tester 2, Tester 3
Test C 90 Tester 1
Test D 60 Tester 1, Tester 3
Test E 75 Tester 2
Test F 30 Tester 1, Tester 2, Tester 3
Test G 60 Tester 3
Test H 45 Tester 1, Tester 2
Test 1 90 Tester 2, Tester 3
TestJ 60 Tester 1, Tester 3
Test K 45 Tester 1
Test L 30 Tester 2, Tester 3
Test M 60 Tester 1, Tester 2, Tester 3
Test N 45 Tester 1
Test O 90 Tester 2
Test P 75 Tester 3
Test Q 30 Tester 1, Tester 2
Test R 60 Tester 2, Tester 3
Test S 45 Tester 2, Tester 3
Test T 30 Tester 1
Test U 60 Tester 2, Tester 3
Test V 45 Tester 1, Tester 2
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Table 4.
Description of the testers fixed meetings for the second experiment
Tester Event Start Event End Duration (min)
Tester 1 10:30 11:00 30
Tester 1 14:00 15:00 60
Tester 1 15:00 15:30 30
Tester 1 16:00 16:15 15
Tester 2 11:30 12:00 30
Tester 2 14:00 15:00 60
Tester 2 16:00 15:30 30
Tester 2 16:45 17:00 15
Tester 3 13:00 13:15 15
Tester 3 14:00 15:00 60
Tester 3 15:30 15:45 15

The optimized schedule is visualized in Figure 2, where the model demonstrates its ability to handle tightly
packed constraints while maintaining balanced task allocation. All time constraints are satisfied, idle time is
minimized, and resource usage is effectively distributed across testers without overlaps.

Test Schedule per Tester (10:00-19:00)
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Figure 2. The second experiment. Optimized test schedule for three testers

Conclusions

This paper presented a mixed-integer linear programming approach for optimizing the scheduling of
software test cases across multiple testers under realistic constraints. The model considers individual test durations,
tester compatibility, and fixed availability windows, including meetings and lunch breaks. Time is discretized into
fixed-length intervals, enabling precise formulation of scheduling rules and avoiding overlaps.

Two experiments were conducted to evaluate the model's effectiveness under different workload and
availability scenarios. In both cases, the optimizer successfully generated feasible and compact schedules, respecting
all compatibility and time constraints. The first experiment demonstrated the model’s ability to efficiently allocate
longer test cases to two testers with minimal idle time. The second experiment scaled up the problem to include
three testers and twenty-two test cases, along with denser meeting schedules. The model remained robust and
produced a tightly packed schedule with balanced task distribution.

The results confirm that formal optimization techniques can significantly improve the efficiency of test
planning in constrained environments. By automating task allocation while incorporating practical constraints, the
approach offers a valuable tool for test managers seeking to minimize idle time and makespan in real-world agile or
sprint-based workflows.

Future work may explore the integration of test case priorities, dynamic availability, and non-linear
objectives such as cost or risk balancing. The model can also be extended to support adaptive re-planning in the
presence of runtime changes or execution delays.
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ANALYSIS OF BIOMETRIC ACCESS CONTROL SYSTEMS

The paper presents a method and a software-hardware tool for an access control system based on biometric data. The
method involves the collection, processing, and verification of biometric features such as fingerprints, facial recognition, or iris scans
to authenticate individuals. The system ensures secure access while minimizing the risks associated with traditional password-based
security systems. The software-hardware tool integrates biometric sensors, data storage, and authentication algorithms to provide
an efficient and secure means of controlling access to protected areas or resources. This approach aims to enhance security,
streamline user access, and reduce the likelihood of unauthorized access or identity theft,

Keywords: biometric access control, biometric data, authentication, security system, software-hardware tool, fingerprint
recognition, facial recognition, iris scan, identity protection.

BYXICCI Xyzna Ens, FOPKO IlaBno

XMenbHUIBKUI HallIOHAILHUI YHIBEPCUTET

AHAJII3 CHCTEM KOHTPOJIIO IPOIIYCKY HA OCHOBI BIOMETPUYHUX
TAHHAX

Y cTarTi npegcraBneHo MeTos Ta rporpamMHO-TEXHIYHMY 3aCi6 A/1S CUCTEMM [IPOMYCKY Ha OCHOBI GIOMETPUYHUX AaHMX.
Metog Brio4ae 36ip, 06pobKy Ta MEPEBIPKY GIOMETPUYHNX O3HAaK, Takux SIK BIAOUTKU M1a/IbLiB, pPO3MIZHABAHHS O6/MYYs Yu
CKaHyBaHHS Paurify>XHOI OBOIOHKU OKa /1S ayTeHTu@ikauii ocib. Cuctema 3abesreyye 6e3neyHmi JOCTyr, MIHIMIBYIOYM pUKY,
10B'SI3aHi 3 TPaANLIVIHUMK CUCTEMaMy BGE3IIEKN Ha OCHOBI NMaposiB. [porpamMHO-TEXHIYHM 3aci6 IHTErpye GIOMETPUYHI CEHCOPH,
36€epiraHHs AaHnX | aropuTMy ayTeHTuikalii, 106 3a6e3neqynTv epekTUBHMI Ta GE3reYHMI KOHTPO/b JOCTYITY A0 3aXuLLeHuX
TEPUTOPIVI b0 pecypciB. Lled miaxig Mac Ha METi MiABUILLIEHHS GE3NEKV, CrPOLYEHHS AOCTYITY A1 KOPUCTYBAYIB | 3MEHLLEHHS
UMOBIPHOCTI HECAHKLIIOHOBaHOIro JOCTYITY Y4 KPagikku 0COOUCTOCTI.

Kito4oBi ¢ri08a.; 6IoMETPUYHM KOHTDO/Ib JOCTYITY, GIOMETPUYHI AaHi, ayTeHTudikalis, cictema 6e3reky, rporpamHo-
TEXHIYHMI 3aCI6, PO3ITI3HABAHHS BIAOUTKIB asIbLB, PO3ITI3HABAHHS OO/INYYS, CKaHyBaHHS PaufyXHOi OBOJIOHKU OKa, 3axXvcT
[AEHTUYHOCTI,

Introduction

Rapid advances in technologies such as digital cameras and portable video recording devices, as well as
increased demand for security, make facial recognition technology a major biometric technology. There are many
applications for facial recognition, including access control using mobile identity verification devices, mobile active
video surveillance systems and rapid retrieval of records from remote facial databases[13]. With the standard
authentication methods, such as passwords inheriting the vulnerabilities of being easily seen or stolen, the need for a
new and better method was required. Biometric authentication was introduced as the method of protecting our info
in our phones by using our biometrics, because it has a lesser chance of being stolen, as it’s impossible to
completely steal all of the person's biometric data since there will always be something which won’t connect with
the original.

Biometric authentication is one of the most secure forms of identification that can prove who we are. This
cutting-edge technology uses our unique physical traits, such as fingerprints, facial features, or DNA, to verify our
identity [1]. Due to the uniqueness of human biometrics witch played a master role in degrading imposters’ attacks.
Such authentication models have overcome other traditional security methods like passwords and PIN [11]. With
such authentication, protecting our identity in phones or in registrations is much easier than entering the password or
making keys, since with huge amounts of registrations on different sites, and emails it is always required to have a
password to protect the identity of the person. But with a huge amount of passwords, it is very hard to remember all
of them, so it will take time and unnecessary work to make another one. There is always the chance that by saving
all passwords in the memory bank of the device, it can be accidentally deleted or can be hacked and thus increasing
the risk of security to be compromised.

Some of the potential risks associated with biometric authentication include: Appropriate technical and
organizational measures, data breaches, false positives and negatives, forgery, user apprehension, regulatory
compliance, longevity of biometric features.

To overcome these challenges, biometric authentication should be used carefully, implement strong
security practices, and ensure compliance with relevant regulations. Additionally, using multi-factor authentication
(MFA), which combines biometrics with other authentication factors, can provide an extra layer of security [2].

Domain analysis
In today's digital world, electronic devices, including biometric access systems, are becoming increasingly
widespread. Examples of such technologies can be seen in embedded systems used in smartphones, Global
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Positioning Systems (GPS) [3], and tablets. With the rapid development and extensive deployment of
communication networks, millions of devices utilizing biometric data are connected to the global infrastructure.

Since users' personal data, including biometric information, may be accessible through the network, the
need for protecting this data becomes critical. To ensure confidentiality and prevent unauthorized access, it is
essential for access control systems based on biometric data to incorporate reliable software and hardware protection
methods. This approach ensures a high level of security when using such systems in an open information
environment.

Data protection methods, such as authentication and access control, are based on three key mechanisms:

(a) knowledge — information the user knows, such as passwords;

(b) tokens — physical items the user possesses, such as access cards or badges;

(c) biometrics — unique user characteristics, such as fingerprints, iris patterns, or movement dynamics [3].

The combination of these mechanisms forms multi-factor authentication, enhancing the reliability of
security systems. For instance, biometric access control systems grant access to facilities or data using unique
physiological traits of the user.

The integration of biometric technologies into access control systems significantly strengthens security by
combining cryptographic techniques with biometric data analysis. Such solutions ensure accurate authentication,
protection against unauthorized access, and the confidentiality and integrity of information, making them
indispensable in modern software and hardware-based access control systems.

The process of verifying an individual's identity using unique physical or behavioral characteristics (such as
facial features, fingerprints, hand structure, iris patterns, typing style, signature, or voice traits) is called biometric
authentication [4]. This system provides a significantly higher level of protection compared to traditional password-
based methods.

The main advantage lies in the necessity of the user's physical presence during authentication, which
greatly complicates the possibility of unauthorized access. Additionally, there is no need to remember complex
passwords or cryptographic keys, as biometric characteristics are naturally unique and inseparable from the
individual. The verification mechanism works by comparing the current biometric data with the previously stored
template created during registration [5].

The secure storage of these biometric templates is critical to the system's overall security, as biometric data
cannot be changed or updated if compromised. However, research has shown that there are methods for stealing and
replicating biometric data [6; 7], and the system may be vulnerable to malicious interference at various stages of the
authentication process [8].

Biometric access systems are the systems that use unique physical characteristics data, such as fingerprints,
facial recognition, or iris scans to identify individuals and grant them access to restricted areas of buildings [9]. They
are used to determine the specific detail with each fingerprint or the detail on the face to recognize the particular
person, as each of them have their individual details that make them unique and easily identifiable from the other
people.

Biometric system has several components four components such as (Fig. 1) [9]:

- Input Interface (Scanners or Sensors);
- Processing Unit;

- Database Store;

- Output Interface.

Data Store

Input Interface | _ _ |
(Sensors) Processing Unit |4>‘ Output Interface

Fig.1. Biometric system components

No doubt biometric authentication increases security. However, biometrics are not immune to data
breaches. If a malicious actor manages to get access to the database, then they get hold of the biometrics. This is not
only a risk to the business, but it’s also a risk to the identity of workers as attackers can steal their biometrics for
illegitimate purposes [10].

The risks of the usage of biometric data are to be expected, as there is nothing perfect and there is no 100%
guarantee that the data and confidentiality are completely protected and no one can hack them. Most of the risks
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include theft of biometric templates, misuse of the data by hackers or identity thieves, and even the possibility of
falsification of the data also known as spoofing, which could be considered the most dangerous type of risk.

45%
40%

35%

30%
25%
20%
15%
10%

5%

0%
Input Interface (Scanners Processing Unit Database Store Output Interface
or Sensors)

Fig 2. Distribution of Biometric System Components by Their Percentage Shares

Both security and privacy are important in the physical and digital worlds. Privacy is the right to control
how the information is viewed and used, while security is protection against threats or danger. In the digital world,
security generally refers to the unauthorized access of data, often involving protection against hackers or cyber
criminals. Privacy consists of the person’s right to manage their personal information, and security is the protection
of this information. Both are equally important aspects of cyber safety. Everyone have the privacy rights and should
take measures to secure their personal information and data within the digital environment [10].

Analysis of existing solutions and technologies

In today's fast-evolving digital landscape, biometric authentication systems have become increasingly
prominent, providing robust security solutions. Several established technologies have been developed and deployed
to enhance the security and efficiency of these systems. Here, we analyze the key existing solutions and
technologies used in biometric authentication.

Fingerprint Recognition

Fingerprint recognition is one of the most widely used biometric modalities for authentication. It involves
scanning the ridge patterns of a user's finger and comparing them against a stored template in the database. Many
modern mobile devices and security systems use fingerprint scanners embedded in touchscreens or external sensors.
Technologies like capacitive and optical scanners are commonly used in fingerprint recognition, offering quick and
reliable identification. Despite its advantages, fingerprint recognition can be prone to spoofing through artificial
fingerprints.

Facial Recognition

Facial recognition technology analyzes the unique features of a person's face, including the distance
between eyes, nose shape, and overall facial structure. This form of biometric identification is increasingly
employed in security systems such as smartphones, government identification programs, and surveillance cameras.
3D facial recognition and infrared sensors have advanced the robustness of this technology, improving accuracy
even in low-light conditions. However, issues related to privacy, accuracy, and spoofing (e.g., using photos or
videos to deceive the system) persist.

Iris Recognition

Iris recognition technology is based on the unique patterns in the colored part of the eye, providing a high
level of security due to its uniqueness and stability. Unlike fingerprints or faces, the iris does not change over time,
making it a reliable means of biometric identification. While iris recognition systems are accurate and fast, they are
generally more expensive to implement and less commonly found in consumer devices compared to fingerprint or
facial recognition systems. Despite the higher cost, iris recognition remains a favored choice for high-security
applications, such as in government and military installations.

Biometric authentication technologies offer various advantages, depending on the use case. Fingerprint
recognition is widely used due to its affordability and reliability, though it has vulnerabilities related to spoofing
and fingerprint wear. Facial recognition is gaining popularity for its non-intrusiveness and versatility, but privacy
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concerns and the potential for spoofing are significant drawbacks. Iris recognition offers high accuracy and
robustness against spoofing but is less accessible due to high costs and less convenience.

Table 1
Comparison of Biometric Authentication Technologies
Biometric Description Advantages Challenges
Technology
Fingerprint Scans the ridge patterns on a person's finger and | Widely available Prone to spoofing (e.g.,
Recognition compares them to stored templates. Used in mobile | Fastand reliable using artificial fingerprints)
devices and security systems. Low-cost technology Can be less effective with
damaged or wom
fingerprints
Facial Analyzes features of the face, such as distance between | Non-intrusive Privacy concerns
Recognition eyes, nose shape, and structure. Used in smartphones and | Fast and convenient | Spoofing with photos/videos
surveillance systems. Works in various environments | Accuracy can be affected by
(including low-light conditions | facial changes or angles
with  advanced tech like
infrared)
Iris Recognition Scans the unique patterns in the iris, providing high | Extremely accurate High cost
security due to the iris’s stability over time. Typically | Extremely accurate Less commonly used in
used in high-security applications. Stable over time consumer devices
Very difficult to spoof Can be less convenient
(requires close proximity)

Definition of Similarity of Biometric Samples

Methods for comparing biometric templates typically involve calculating the similarity between two
vectors that contain biometric data. Various mathematical models can be used for this.

Correlation:

One approach for comparing templates is calculating the correlation between two biometric data vectors is
represented by the formula 1:

(1)
Yi=1n(Xi— X)(Yi—Y)

JYi=1nXi—X)2Yi = 1n(Yi—Y)2

Correlation (X,Y) =

Where Xi and Yi are the elements of the vectors X and Y (biometric samples), and bar X~ and Y~ are the
mean values for each sample.

Euclidean Distance Method:

Another approach is using Euclidean distance, represented by the formula 2 which defines how similar two
biometric templates are.

2

D,(X)Y) =

Where D(X, Y) is the distance between two biometric templates, indicating their similarity.
Biometric Authentication:
The authentication process involves checking the similarity between the current biometric data and the
stored templates by the formula 3:
3
S = Similarity(X,Y)

Where S is the result of the comparison, indicating the level of similarity between the two biometric
samples (from 0 to 1).

If S Threshold, authentication is successful, and access is granted to the user.

Calculation of the Probability of Successful Authentication and Error Rates are calculated by the formulas

4 and 5.
False Accept Rate (FAR):
“
FAR — Number of False Acceptances
"~ Total Number of Rejestions
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False Reject Rate (FRR):

FRR =

Number of False Rejestions

Total Number of Acceptancer

Algorithms for Improving Accuracy
Filters are applied to biometric data samples to reduce noise, which enhances the accuracy of readings. This
noise reduction is important for ensuring that the biometric system captures the most accurate and clean data
possible. Various types of filters, such as median filters or Gaussian filters, can be used to smooth out unwanted

variations and artifacts, making the data more reliable for identification.

)

To ensure that biometric templates are stored accurately, methods like adaptive encoding and image
processing are used. These techniques reduce data loss during the storage process, helping preserve the fidelity of
the original biometric data. Adaptive encoding adjusts the way the data is encoded based on the characteristics of the
sample, ensuring that relevant features are preserved while minimizing storage requirements. Image processing
methods, such as contrast enhancement and edge detection, can also be applied to improve the quality of biometric
samples before they are stored, ensuring higher accuracy in the later comparison stages. Biometric parameters differ
in the cost, terms of efficiency and application. Differences in each parameter are presented in Table 2.

Table 2.
Analysis of Main Biometric SKUDs
Biometric Device Cost False Advantages Disadvantages Applicability for
Parameter (USD) Acceptance Detecting Authorized
Rate (FAR), Operator Impersonation
Y%

Fingerprint 100 0.001 High reliability. Direct contact with the Used in mice, keyboards,
Resistance of the parameter. device. Complex laptops, mainly for
Small identification code. algorithms. Easy to authentication. Difficult to
Compact reader. Low cost. damage the fingerprint detect impersonation due
Use of additional sensors pattern. to the need for continuous
(temperature, pressure). Quality depends on skin finger contact with the

condition. Possibility of | device.
fingerprint forgery.

Iris >500 0.00001 Parameter resistance. Complex algorithms. Difficult to apply for
High accuracy. Extremely High cost. continuous monitoring,
difficult to fake. No direct Low availability of high- | requires specific eye
contact with the device. High resolution solutions. positioning towards the
speed. Limited by eye camera with small
Can be scanned from a alignment and scanning scanning angles.
distance. angle.

Hand >600 0.2 Parameter resistance. Simple Direct contact with the Continuous monitoring is

Geometry algorithms. device. Inconvenient impossible if the operator's

scanning procedure. hand is out of the scanner's
Large size of the reader. range.

Retina 4000 0.000001 Unchanging over time. Difficulty in reading. Not applicable due to the
High accuracy. No direct Complex algorithms. need for specific
contact with the device. High processing time for | conditions for reading the

templates. High system characteristic.
cost.

Face >100 0.0047 Continuous authentication Dependent on lighting Applicable for continuous

Geometry possibility. conditions, head monitoring, but with
No direct contact with the position. Sensitive to certain limitations due to
device. Low cost. facial expressions. the method's

Sensitive to obstructions | disadvantages.
(glasses, hats, hairstyle
changes).

Hand Veins >300 0.0008 High accuracy. No direct Sensitivity to natural and | Continuous monitoring is
contact with the device. Hidden | artificial lighting. not possible if the
characteristic. The characteristic operator's hand is out of

depends on the state of the scanner's range.
the circulatory system.

Currently, there are many methods and approaches to facial recognition, each with its own characteristics
and features. However, the fundamental principle of facial recognition remains common across all methods. The
facial recognition algorithm involves creating a biometric model of the face for subsequent analysis and

identification.

Typically, the structure of a facial recognition system consists of three main stages: the first is acquiring
data about the face, the second is extracting distinguishing features, and the third is the actual recognition process.
To do this, the object is fed into the system for identification, after which the face image is processed to extract key
features, which are then used for verifying the identity [9].
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Let’s consider an example of such a process in a real-world case, where facial recognition methods are used
in modern security systems.

However, upon further examination, the method of facial recognition consists of five key steps:

l. Face Detection.

The primary function of this step is to detect a face in the captured image. The face detection process
essentially checks whether there is a face in the image. Once the face is identified, the result is passed on to the next
step, which is preprocessing.

2. Preprocessing.

This step serves as the initial processing stage for facial recognition. During preprocessing, unwanted noise,
blurring, varying lighting conditions, and shadow effects are removed using appropriate techniques. Once the image
is smooth and clear, it is then ready for the feature extraction process.

3. Feature Extraction.

In this stage, facial features are extracted using a feature extraction algorithm. This process helps to
condense information, reduce the image size, enhance brightness, and eliminate noise. After this step, the facial
fragment is typically transformed into a fixed-dimensional vector or a set of points with their corresponding
locations.

4. Face Recognition.

Once feature extraction is complete, the system analyzes the representation of the face. The extracted
feature vector of the input face is compared with the stored faces in the database. If a match is found with sufficient
confidence, the identity of the face is recognized; otherwise, the system indicates an unknown face [10].

The geometric method of facial recognition is one of the earliest approaches in this field. It involves
detecting key points on the face, such as the corners of the mouth, eyes, and the tip of the nose, and using them to
create a set of features. These features help identify a person by using geometric lines formed between the identified
points (Fig. 2).

Fig. 2. Example of constructing geometric lines on a human face

The advantages of this method include the low cost of equipment and the ability to recognize faces from
considerable distances. However, its drawbacks include high lighting requirements and the necessity for a frontal
view of the person.

The method of elastic graph matching was also analyzed. It is based on comparing graphs that represent a
facial image. These graphs consist of vertices and edges that describe the key facial features and their relationships.
During recognition, one graph is fixed as the reference, while others deform to closely match the reference graph.
This approach effectively handles variations such as changes in facial expressions, head movements, or distortions,
making it a reliable method for face recognition (Fig.3).
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Fig. 3. Elastic Graph Matching Method

Each edge is defined by the distances between its vertices. For each point, the coefficients of the
decomposition using Gabor functions with five different frequencies and eight orientations are calculated. This set
of coefficients, J = {Jj}, is called a "jet." Jets describe local regions of the image and serve two main purposes: first,
to find corresponding points in a given area on two different images; second, to compare the corresponding regions
of different images. Each coefficient Jj = ajexp(i¢j) for points within the same region of different images is
characterized by the amplitude aj, which changes gradually with the position of the point, and the phase ¢j, which
varies at a rate proportional to the frequency of the wavevector of the basis function. In the simplest case, when
searching for a point with similar characteristics in a new image, the phase is not considered in the similarity
function.

The similarity function with a single jet at a fixed position and variable position is smooth enough to ensure
fast and reliable convergence during the search using simple methods like gradient descent (GD). More advanced
similarity functions incorporate phase information. For different angles, corresponding key points are manually
marked in the training set. Additionally, to represent various variations of the same person's image in a single graph,
multiple jets are used for each point, corresponding to different local characteristics of that point, such as open and
closed eyes. The main advantage of this method is its low sensitivity to changes in lighting and facial angle [10].
There is also the Viola-Jones method, which is based on several key principles:

It uses images in an integral form, allowing for quick computation of required objects.

Haar features are used to search for the necessary objects.

Boosting is applied to select the most suitable features in a given area of the image.

The features are passed to a classifier, which outputs the result as either "True" or "False."

Cascade features are used for quickly discarding windows where no face is found.

The algorithm works as follows: an image containing the desired objects is given. It is represented as a two-
dimensional matrix of pixels with dimensions w*h, where each pixel has a value from 0 to 255 for grayscale images or
from 0 to 255”3 for color images. The result of the algorithm is to detect the face and its features in the image, with the
search carried out in the active region using rectangular Haar features. These features are used to describe the found faces
and their characteristics: rectanglei={x, y, w, h, a}, where x, y are the coordinates of the center of the i-th rectangle, w is
the width, h is the height, and a is the angle of the rectangle relative to the Vertlcal axis of the image.

ANANENENEN

Fig. 4. Haar primitives
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LeNet5 is a classic neural network architecture proposed by LeCun, originally designed for handwritten
digit recognition. It consists of seven layers, with 60,000 learnable parameters and 345,308 connections. The
reduction in the resolution of feature maps is achieved using subsampling layers. In a 2x2 subsampling filter
network, the number of feature maps in a layer is halved, but it retains the same number of feature maps as the
previous convolutional layer. LeNetS accepts raw input images of size 32x32 pixels. It consists of three
convolutional layers (C1, C3, C5), two subsampling layers (S2, S4), one fully connected layer (F6), and an output
layer. The output layer is an RBF (Radial Basis Function) layer with 10 units for classification into 10 classes. The
LeNet5 architecture can be applied to biometric data recognition in access control systems, where biometric features
are used for user authentication.

- C3: 1. maps 16@10x10
INPUT (s:é ggigge maps . S4:1. maps 16@5x5

32x32 S2:1. maps
6@14x14 |

- |
Full comlecﬁon | Gaussian connections
Subsampling Convolutions  Subsampling Full connection

Fig. 5. Architecture of LeNet5

AlexNet is similar to LeNet but features deeper architecture with convolutional layers of sizes 11x11, 5x5,
and 3x3. ReLU activation function is applied after each convolutional and fully connected layer (Fig. 6). The
network aims to reduce training time and optimize performance for GPU usage, while also improving accuracy and
overall efficiency. It achieves this by utilizing Rectified Linear Units (ReLU) and incorporating multiple GPUs. The
introduction of these methods allowed AlexNet to significantly cut down training time and reduce errors, even with
an increase in dataset size.
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Fig. 6. Architecture of AlexNet

Residual Network (ResNet) is a type of CNN that can add extra layers to improve performance and
accuracy. The added layers are capable of learning increasingly complex features, which correlates with better
overall system performance and significantly improved image classification accuracy.

Practice shows that for average users who apply biometric identification and authentication systems, the
convenience of using these tools is crucial. This involves not only the speed and simplicity of the procedure but also
the ability to use existing equipment. Most experts agree that among various recognition methods, such as
fingerprint, iris, or face recognition, three main methods are chosen based on the specific task. Today, facial
recognition provides the optimal balance between authentication reliability, cost, and usability, which explains the
rapid development and widespread adoption of such technologies.

A study of biometric access control and management systems was conducted. These systems are based on
the recognition of physiological and behavioral characteristics of a person. The systems are classified depending on
the type of characteristic they recognize.
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Fig.7. Distribution of Biometric Authentication Methods by Popularity

Based on the conducted analysis, it can be concluded that biometric systems using fingerprints, iris
patterns, hand geometry, vein structure, and facial geometry have significant limitations in detecting the substitution
of a legitimate user. These systems require specific conditions for scanning and may be ineffective for continuous
monitoring. In particular, iris biometrics do not allow for continuous observation, as they also require specific
conditions for scanning.

Therefore, for effective user substitution detection, it is most appropriate to use biometric characteristics
that manifest during tasks the user typically performs. One of the most suitable options for continuous monitoring is
keystroke dynamics, as this behavioral biometric most accurately reflects the individual traits of a user during
computer interaction, particularly when typing or using a mouse.

Conclusion

In recent years, biometric technology has been vigorously promoted globally to enhance security in
information technology (IT) and promote the development of emerging industries. Although biometric technologies
have been employed in particular fields for a long time, they have gradually gained popularity to enhance the
security of consumers and consumer electronics [12]. As a result of the analysis of modern biometric technologies
and authentication methods, several important conclusions can be made. Biometric authentication is one of the most
reliable and effective ways of identification, as it uses unique physical or behavioral characteristics of the user,
making unauthorized access more difficult. Technologies such as fingerprint, facial, and iris recognition have their
advantages and disadvantages, but combining these methods in multi-factor authentication provides an additional
layer of security.

Despite their high reliability, biometric systems are not entirely immune to attacks and threats, such as theft
of biometric templates or data forgery. Therefore, it is important to implement proper security measures and comply
with privacy and security regulations. Given the convenience of using biometric technologies, especially facial
recognition, their popularity and development are growing, opening new opportunities for improving the protection
of personal data in various fields.

Overall, biometric authentication is a promising direction for ensuring security in the digital environment,
but it is necessary to continually improve protection against potential threats and maintain a balance between
security and user convenience.
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ARTIFICIAL INTELLIGENCE APPROACH TO IDENTIFYING PROPAGANDA
TECHNIQUES AND OBJECTS, TAKING INTO ACCOUNT ETHICAL AND LEGAL
ASPECTS

The article explores the ethical and legal aspects of applying artificial intelligence (AI) technologies to detect propaganda
techniques in textual content. The study presents a multi-level approach to identifying signs of propaganda in textual data,
recognizing common rhetorical strategies of influence, and establishing semantic links between the detected techniques and their
respective targets. The consistent use of neural network models is justified, as it ensures both classification accuracy and
transparency of the obtained results through the application of local interpretability methods. The paper presents experimental
results based on a corpus of Ukrainian-language news texts and informational messages from social media platforms. The proposed
approach demonstrated alignment between the model's predictions and independent expert assessments, confirming its potential
applicability in conditions with limited human oversight.

Special attention is given to the compliance of the proposed system with existing regulatory frameworks, including
constraints on automated decision-making, the user's right to explanation, and the prevention of discriminatory effects resulting
from biased training data. The study addresses risks associated with misclassification, potential impacts on freedom of expression,
and the accountability of developers in cases where the system is applied in automated content moderation scenarios.

The integration of interpretability tools into neural network analysis is proposed as a core design principle to ensure
adherence to ethical Al standards. Based on the obtained findings, the study concludes that the development of such systems
requires the simultaneous consideration of technical effectiveness, legal compliance, and social responsibility, which are essential
conditions for their safe implementation in the practice of analyzing public communications.

Keywords: artificial intelligence, ethical aspects, legal regulation, propaganda detection, natural language processing,
neural network models, model interpretability, automated decision-making, information security, content moderation.

MOJIYAHOBA Mapuha

XMeNbHUIBKIN HAIOHATBHUH YHIBEPCUTET

JATT ITaBan Kymap

TanmiHHCHKHIT TexHIYHUH yHIBepcuTeT (EcToHis)

HIAXIA BAKOPUCTAHHS 3ACOBIB LITYYHOI'O IHTEJIEKTY 10
IJEHTUD®IKALIII IPUNOMIB TA OB’€EKTIB [TPOITATAH/IN 3 BPAXYBAHHSAM
ETUYHUX TA ITPABOBUX ACIIEKTIB

CTaTTs NpUCBSYEHa AOC/TIIKEHHIO ETUYHMUX Ta TPABOBUX ACIIEKTIB 3aCTOCYBAHHS TEXHONIOMY LTYYHOro iHTenekTy (LLI)
V15 BUSIBJIEHHS [IPOMAaraHANCTChKUX TPUIOMIB Y TEKCTOBOMY KOHTEHTI, Y pOBOTI PO3I7ISfacTbcs baratopiBHEBMI igxig Ao
BUSIB/IEHHST Y TEKCTOBUX AAHUX O3HAK MPONAaraHAn, BUSHAYEHHS TUITOBUX PUTOPUYHUX TEXHIK BII/IMBY Ta BCTAHOB/IEHHS 3B SI3KIB MK
[AEHTUGIKOBaHUMU TTPMITOMaMU ¥ 06 EKTaMy BI/IUBY.

O6rpyHTOBAHO MOC/IAOBHE 3aCTOCYBAHHS HEVIDOMEPEXEBUX MOLENEY, SKE 3a0Ee3reYye SK TOYHICTb Kaacugikaui, Tak /
1IPO30PICTL OTPUMEHUX PE3Y/IbTATIB 38 PAaxyHOK BUKOPUCTAHHS JIOKa/IbHOI [HTEPrpETaLii pe3y/ibTatis. HaBegeHi pesysibratu
EKCIIEPUMEHTA/IBHOIO JOCTIKEHHS Ha KOPITYCi YKPaIHOMOBHUX HOBUHHUX [1OBIAOM/IEHE Ta [H@ODPMALIIVHNX MOBIIOM/IEHE 3
coujiarnbHuX 1atgopM. 3anporioHOBaHMIA MiAXiZ MPOAEMOHCTPYBAB BiAMOBIAHICTE PE3Y/IbTATIB TEPEAOIYEHHS OLIHKAM HE3ATIEXHUX
EKCIIEPTIB, YO MIATBEPIKYE MOX/MBICTL HIOr0 3aCTOCYBAaHHS B YMOBAX OBMEXEHOIO JIIOACLKOro KOHTPOSTIO.

Ocob/mBy yBary npuaineHo BIAMOBIAHICTL QDYHKLIOHYBAHHS 3allpOrIOHOBAHOro iAXo4y YMHHOMY HOPMatuBHOMY
DErYIIIOBaHHIO, BKITIOYAIOYH BUMOIY LLOJO OBMEXEHHS aBTOMATU30BaHOIO MPUIHSTTS PIlLi€Hb, NpaBa KOPHUCTYBAayYa Ha MOSCHEHHS], a
TAKOX 3ar06IraHHs ANCKDUMIHALIVIHUM €@EKTaM Ha OCHOBI YIIEDEKEHUX AaHUX HaBYaHHs. PO3I/ISHYTO PU3NKY, [10BS3aHI 3
XUBHOKO KiacugpikaLliero, MOTEHLVIHUM BI/IMBOM Ha CBOBOAY BUPAXEHHS 10IT194i8, @ TAKOX BiAMOBIAA/IbHICTIO PO3POOHNKE Y pPasi
BUKOPUCTAHHSI CUCTEMYU B aBTOMATU3OBAHUX PILLIEHHSIX, 1O CTOCYIOTLCS KOHTEHTHOI MogepaLlil.

3anporioHoBarHo IHTerpayii 3acobi8 MOSCHIOBAHOCTI SK CKIGH0BOI MPpH  HEVPOMEPEKEBOMY aHAa/I3], LYo [O3BOJISE
3a6e3r1eynTr JOTPUMAKHHS MPUHUNIIB €TMYHOro LI Ha OCHOBI OTpuMaHmx pesy/ibTaTtis 3po6/IeHO BUCHOBOK, O pPO3POOKa Takux
cucTem  roTpebye  OQHOYACHOrO BPAXyBaHHS TEXHIYHOI €QEKTUBHOCT], HOPMAaTUBHO-NPaBOBOro CyrpoBo4y Ta Couia/ibHOI
BIAMOBIAA/IbHOCTI, L0 € HEOOXIAHOK YMOBOKO iX BE3MNEYHOIrO BrPOBAIKEHHS Y MPAKTUKY aHa/3y ryOsIidHNX KOMYHIKaLiA.

Kmto4oBi  c/10Ba.  LUTYYHM IHTEIEKT, ETUYHI ACrekTy, [PaBoBe pPEry/itoBaHHs, BUSB/IEHHS [IPONaraHay, 06pobka
MIPUPOAHOI MOBY, HEVIPOMEPEXEBI MOAEST], MOSCHIOBAHICTL MOAENEN, aBTOMATU30BAaHE MPMUHATTS PILLEHD, IHGOPMALVIHa be3rieka,
KOHTEHTHa MOAEPALIIA.

Introduction
In today’s digital environment, the spread of propaganda via text messages on social networks and news
platforms poses a serious threat to information security and societal stability. Thanks to their ability to process large
amounts of data and detect hidden patterns, artificial intelligence systems have become an effective tool for
automatically detecting propaganda techniques in natural language texts. However, the implementation of such
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systems raises a number of ethical and legal issues related to the transparency of algorithms, model bias, respect for
human rights and regulatory requirements.

As stated in the requirements of the General Data Protection Regulation (GDPR) [1], an individual is
guaranteed the right not to be subject to a decision based solely on automated processing if it significantly affects his
or her rights and freedoms (Article 22). The EU Al Act [2] states that systems used to assess or influence public
sentiment may be classified as high-risk systems. Such systems must meet the requirements of transparency,
explainability, non-discrimination, and provide for the possibility of auditing and appealing automated decisions.

Also, ethical frameworks are defined in documents such as: OECD Al Principles [3], UNESCO
Recommendation on the Ethics of Artificial Intelligence [4], Human Centric AI: A Comment on the IEEE’s
Ethically Aligned Design [5].

In the legislation of Ukraine, there is a lack of a clearly formulated regulatory framework for the use of Al
in the field of information security, which creates challenges in adapting European standards to Ukrainian realities.
However, at the level of state initiatives, in particular within the framework of the Government Action Plan for 2024
[6], the need to strengthen the capacity to counter information threats has been emphasized.

Thus, modern technical solutions in the detection of propaganda, although they demonstrate high potential,
require support by regulatory and ethical mechanisms that ensure a balance between accuracy, transparency and user
rights.

The main contribution of the paper is the proposed approach to ensuring transparency and explainability of
deep learning model decisions, methods for minimizing algorithmic bias, as well as compliance with legal norms
regarding the processing of personal data and automated decision-making. Particular attention is paid to the
development of system architecture that combines the effectiveness of propaganda detection with compliance of
ethical principles and legal requirements.

Further, the structure of the paper is as follows: the section «Literature review» provides an overview of the
current state of the scientific direction of responsible and explained artificial intelligence in terms of solving the
problem of detecting propaganda influences; the section «Proposed approach» provides an approach to
implementing multi-level processing of text content to detect propaganda techniques and corresponding objects of
influence; the section «Results and discussion» presents the results of an experimental study of the effectiveness of
the developed approach on Ukrainian-language text corpora, including metrics of classification accuracy,
interpretation quality and compliance of conclusions with experts' expectations, and also discusses the feasibility of
practical application of the system in conditions of increased ethical requirements; The final section «Conclusions»
summarizes the main scientific provisions of the study, outlines the potential of the proposed approach for further
research in the field of responsible artificial intelligence and its use in the field of information security.

Literature review

Much of the current research on propaganda detection in natural language texts is based on the application
of deep learning methods and transformative architecture models, such as BERT, RoBERTa, and DeBERTa. In
particular, within the framework of the SemEval-2020 Task 11, it was proposed to classify 14 propaganda
techniques in news content, which became the basis for many subsequent approaches to the automated detection of
manipulative techniques. In [7] and [8], it is noted that deep models demonstrate high accuracy, but are limited in
the explainability of their decisions. The authors of [9] investigate the vulnerability of pre-trained language models,
such as BERT, to attacks using deliberate text modification aimed at manipulating the results of propaganda
detection. The main attention is paid to the use of explainable artificial intelligence (xAl) tools, in particular SHAP
and LIME, to identify keywords in texts that most affect the model’s decisions. A similar study was also conducted
by the authors [10], however, coalitional game theory approaches were used here, which allowed us to analyze the
contribution of each linguistic characteristic to the final evaluation of the text, as well as to derive a general
linguistic profile of propaganda in the American media. Unlike the previous study, which investigated how
vulnerable the models are to changes in critical words identified by XAl methods in order to assess their resistance to
deliberate attacks, here the focus is on explaining the model's decisions through the interpretation of linguistic
features that shape the propaganda message.

The authors of [11] emphasize that although modern artificial intelligence algorithms, in particular deep
and machine learning methods, demonstrate high performance in many applied tasks, their opacity and tendency to
biased decisions create serious ethical and practical challenges. These algorithms often operate as "black boxes",
which makes it difficult to interpret the results, especially in the context of complex and sensitive tasks related to
social discourse analysis. In this context, the potential of XAl is explored, which provides new tools for interpreting
and explaining the decisions of machine learning models. The authors analyze XAI as a promising approach to
increase the transparency of systems that detect destructive online content, in particular hate speech and
disinformation.

In our own previous studies [12], we point out the importance of marker-oriented approaches, where the
use of semantic features allows us to link certain linguistic structures with specific propaganda techniques. In such
approaches, visual analytics plays an active role, which improves the interpretability of the results [13].
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Despite the rapid development of artificial intelligence tools, the use of deep language models to detect
propaganda is accompanied by a number of significant limitations. These include insufficient transparency of
decisions, the risk of algorithmic bias, and the inconsistency of individual technical solutions with modern ethical
and legal requirements. Existing approaches focus mainly on increasing the accuracy of classification or on studying
the vulnerabilities of models to manipulative attacks, but they do not pay attention to the issue of ensuring the
interpretability of the results in the context of compliance with the principles of digital justice, user rights protection,
and regulatory soundness.

Therefore, based on the above analysis of existing solutions, the purpose of research is to substantiate the
conceptual foundations and principles of implementing the multi-level approach to identifying propaganda
techniques and objects of influence in text content, taking into account the requirements for transparency,
explainability and responsibility of decision-making.

To achieve the set goal, the following research tasks must be performed:

1. To substantiate the architectural and conceptual principles of a multi-level approach to identifying
propaganda techniques and objects of influence in text content, taking into account the principles of transparency,
explainability and ethical responsibility.

2. To implement a model of primary classification of texts by the presence of signs of propaganda, using
neural network technologies and a probability scale for differentiating messages by the degree of severity of
manipulative influence.

3. To develop a methodology for identifying propaganda techniques at the level of semantic interpretation,
using marker-oriented analysis and built-in means of visual interpretation of results.

4. To propose the approach to identifying objects of propaganda influence, which involves semantic
grouping and establishing logical connections between rhetorical techniques and target concepts mentioned in the
text.

5. To ensure transparency and explainability of model solutions by integrating local interpretation tools, as
well as verify their effectiveness by comparing them with expert assessments.

6. To assess the effectiveness of the proposed system in real-world applications, in particular in the field of
information security, to increase user trust and compliance with legal and ethical standards.

Proposed approach

The research proposes approach that implements multi-level processing of text content to identify
propaganda techniques and corresponding objects of influence. The approach (Fig. 1) consists in decomposing the
initial task of detecting a text containing propaganda, taking into account the requirements for transparency,
explainability and responsibility of the decisions made, into successive tasks:

(1) initial classification of the text for the presence or absence of signs of propaganda;

(2) semantic interpretation of the techniques, with the identification of specific rhetorical or psychological
techniques inherent in the propaganda discourse;

(3) detection of objects of influence aimed at identifying the goals of propaganda influence and establishing
their connection with the corresponding techniques.

2. Identifying 3. Identifying
1. Propaganda propaganda propaganda
Input text detection ~ techniques _ objects
(Propaganda Type (Visual interpretation) (Visual interpretation)

and Evaluation) | Interrelationships object-techniques |

Fig. 1. General scheme of the approach to identifying propaganda techniques and objects

The input data of proposed approach is a text message.

Next, using pre-trained deep learning models, for the first task, using a binary classifier with a probable
result, it is determined whether the text contains signs of propaganda, classifying messages by the level of
probability into one of the categories: “non-propaganda”, “suspicious” or “propaganda”. If the probability of
influence is detected, then we proceed to the second task.

The second task is responsible for detecting propaganda techniques and their visual interpretation. It is used
only for texts classified as «propaganda text». The input text is fed in turn to 17 trained neural network models to
analyze the presence of 17 propaganda techniques [14, 15, 16]:

1. «Appeal to fear-prejudice».

. «Causal Oversimplification».
. «Doubty.

. «Exaggerationy.

. «Flag-Wavingy.

. «Labelingy.

. «Loaded Language».

~N N bW
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8. «Minimisationy.

9. «Name Calling.

10. «Repetitiony.

11. «Appeal to Authority».

12. «Black and White Fallacy».

13. «Reductio ad hitlerumy.

14. «Red Herringy.

15. «Slogansy».

16. «Thought terminating Cliches».

17. «Whataboutismy.

Accordingly, the output data will be an assessment of the presence of propaganda techniques by markers
[17] and a visual interpretation of the results [18].

The third task is responsible for detecting propaganda objects and their visual interpretation. It uses the
results obtained during the implementation of previous methods. It transforms the input data into a set of thematic
propaganda objects with the relationships of the detected objects with propaganda techniques.

Thus, the proposed approach not only ensures the detection of propaganda, but also meets the requirements
for ethical responsibility: in particular, the transparency of models, the user's right to explain the results and the
verifiability of the connections between influence techniques and the objects of their application.

Results and discussion

For the proposed approach, an experimental research was conducted to assess the effectiveness of
propaganda detection, classification of its techniques, and identification of influence objects, with an emphasis on
transparency and interpretation of the obtained solutions.

Text classification by propaganda content, using a hybrid model based on BiILSTM [19] with an additional
level of attention, showed on test datasets an F1-measure value of 0.91 when classifying Ukrainian-language texts
included in the corpus of news and social messages. The value of the Recall metric (0.93) confirmed the model's
ability to identify even weakly expressed forms of manipulative influence.

Recognition of propaganda techniques, using a model based on markers and the BERT architecture [20],
showed effective differentiation between 17 classes of rhetorical techniques. F1-measure values in the range of
0.82—0.88 were obtained for the main categories («Appeal to Fear», «Loaded Language», “»Name Calling»), which
confirms the ability of the system to detect stable patterns even in stylistically heterogeneous texts.

When identifying objects of influence, the results confirmed the feasibility of combining the NER model
[21] with semantic grouping mechanisms. Objects marked not only as named entities, but also through contextual
associations (for example, mentions through pronouns, descriptive names, generalizations), were successfully
associated with the corresponding propaganda techniques. This approach allowed us to avoid fragmentary analysis
and provide a holistic picture of the connections between objects and rhetorical strategies.

Particular attention was paid to explaining the decisions made. The implemented LIME tools [22] provided
an opportunity to illustrate which text fragments were key in determining the technique or object. An example of
using local interpretation is shown in Fig. 2.

opban Text with highlighted words

0.10
BOHE .. - . . = .
e TPEMEPMIHICTD YTOPINHEA BIAPHTE TOMOE] OLKEHIN HACTIPABII «MYCYTbMAHCEKHIT 3aTap 0 HHKAMED
MY CYTEMAHCEKIT IpeMEPMIHICTp YTOPINHES BiKTOP OPBAH 3yIMHHAETECA CIOBO HIETHCA MyCyIBMAHCEKA BTOPTHEHHHI €BPOIT
D2 30KpeM iHil BIacHA Kpaild PPOAH Kaska cepela OUKEHIITE TUTBKA MYCYIbMAHCEK] 3aTaDOHHK SKOHOMIUHI
MIrpasTH : = 2 en e = .
B 21 MITPAHTH IIYKAFTH KPALTHIT KUTTHTB 1714 ¢eOA I1HCHBIH 1HMIA IpaBaa Oararo MHX YeI0BEK IPOCTO ITACIHEL
e MAIOTE MICEIl J7IA IPOKHBAHHHI [TCIHTE OATaThOXHYTE BHTHATE 31 CBOIXA JOMIBOK HEPe3 CIIA POCITE 1HIN
0.02 KpalHHTb 3aCyHYTh CBITh Hic TyIHTh HAICKATH (IHAHCYIOTh HABYAIOTE 030POOIOTH ICHAMCHKHI KHXANHCTITE
oo KpIM Ti XTO ABHO NpHIETKAe KPAIHY 1CIaMI3yBATHTE KPATHY BOHB MAIOTh iCTIaMCEKA TOMIHIOHICTCHKA MO3HIITE
0.0 \ K - B = - . = )
T 3aCHOBAH BUCHHI KOPAH MyXaMMeZ rt IOBIIOMIAE OLKCHII €BPOII — JIXOH «MYCY-TbMAHCEK] 3aTapOHMKID,
0.01 €KOHOMI'HI MITPAHTH ITYKAMTE KPALIHH *KHTTHTE CKA3aTh IIpeM €pMIHICTD YTOPINHHA BiKTOp DPOAH 101aTh
EKOHOMITHL 0ONBIIOH KiTBKICTh MYCYIBMAHHH €C IPH3BECTH MOABE «IIAPATEILHHH CYCIIBCTEY HiMelbKa raseTa bild qoma
2.1 - - = . . . . -

S OymamenrT Xounii IpHIMATH $XOIHIH OiKeHITH OPOAH BiIMOBITE «MH BEAKAEMBIH IIHX YEIOBEK
2.01 MYCYIBMAHCERHH OLKCHIAMI» HATOMICTE *KOPCTKHI [OTITHE CKA3ATh BBA:KAIOTE «MYCYIBMAHCHKHIT M
yTOpITHEA
nm

Fig.2. Using of local text interpretation

For example, in cases where the «Flag-Waving» technique was detected, tokens with high emotional
modality and references to patriotic symbols gained the greatest weight, which was confirmed in LIME
visualizations.

Expert evaluation of the explanations accompanying the automatic conclusions showed a high correlation
between the interpretation of the model and the human perception of the influence structure. The consistency of the
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results obtained automatically with the assessments of experts (Inter-Annotator Agreement at the level of 0.87)

indicates the quality of not only the technical implementation, but also the ethical justification. An example of

comparing the assessment of an expert with the developed software is shown in Fig.3.

€ C @ 127.00.1:5000/analyze * © ® O (¢
Analysis Result:

The set of named entities with semantically close objects according to the analysis of contextual dependencies:
3CY, ORG, BpaHui (0.21), Bynuus (0.17), cynepeyka (0.17), BuukHyTH (0.16)

Aowbac, LOC, ama (0.26), eunusatu (0.22), pazom (0.20), paHite (0.17)

AoHeubkui obnacte, LOC, Bonm (0.17), BuHukHy Y (0.15)

Set of propaganda objects in the text:

!! CmepTb ABOX BilicbkosocnyxGosuis 3CY B ceni Ha [lonbaci

Ha [ i OQVH 3 BilfCh| nyxGoBLiB 3acTpenueca 3 TabenbHol 36pol, konu BpaHUi 3HaiLLIOB NOpy4 3 co6OK MepTBMM CBOro ToBapuLLa no cnyxoi.

3a iHchopMmalLlieio BIaHHA, Maiop | cepXaHT PasoM BUNMBANM Y XWUTNoBoMy ByauHKY, Nicns Horo M HUMW BMHUKNA cynepeyka, aka nepepocna y Giliky Ha noasip't.

Maitop cunbHO Nobus cepxaHTa, Lo TOi BTpaTHB CBIAOMICTb | 3aMep3 Ha BynuuUi. BpaHui silicbkoBocnyxBGoselb BUSBUB ToBapuLa no cnyx6i MepTeumM i 3acTpenuecs 3 TabenbHoi 36por.

Fk nosigomnanocs paxilue, B floHeLbKi# oBnacTi y xutnosomy GyanHKy 3HanLNM MepTBUMI ABOX BilicbkoBux 3CY. 3a iHhopmauieo 3MI, y 0gHOrO 3 HUX, Mariopa, BOrHenanbHe NOpaHeHHs rornoBH, y
npyroro — 3a6oi ronoBu.

Power of techniques used and their associated thematic objects:

The used techniques:

13 Loaded Language. Expressed at 0.582

2. Repetition. Expressed at 0.317

Assessment of propagandistic objects belonging to the used techniques:
{3CY (ORG) Added thematic set: [BpaHui, Bynuus, cynepedka, BuHukHyTu]} Assessments of belonging: [Loaded Language 0.593; Repetition 0.612]
{monbac (LOC) Added thematic set [3ma, Bunusati, pasom, paniwe]} Assessments of belonging: [Loaded Language 0.407; Repetition 0.35]
{moHeubkuin obnacte (LOC) Added thematic set: [Bonu, BuHukHyTH]} Assessments of belonging: [Loaded Language 0.361; Repetition 0.71]

Fig. 3. An example of comparing objects and techniques of propaganda

The use of the «Charged Language» technique is used in the text to describe conflicts and violence, for
example, «CHIIEHO TOOUBY, «3aMep3 Ha BYJHII», «3acTpeluBcs 3 TabenpHOi 30poi». This corresponds to the purpose
of discrediting the Armed Forces and portraying them in a negative light, which corresponds to the expert’s
conclusion.

The use of the «Repetition» technique is used in the form of repeating information about the death of
servicemen and violent actions. Repetition helps to enhance the negative impact and strengthen the negative
impression. This corresponds to the purpose of persuading citizens not to join the ranks of the army, and active
servicemen to resign.

According to the expert’s conclusion (Fig.4), the theses about the alleged abuse of the Ukrainian military
and the demoralization of servicemen were intended to: discredit the Armed Forces, the National Guard and other
military formations in the eyes of Ukrainian citizens; convince Ukrainian citizens not to join the ranks of the
Ukrainian army, and active servicemen to resign from its ranks.

Lli Tean npo HiBUTO 3noBkuBaHHA ykpaiHcekux BilickkoBUX Ta aemopaniaallio
BilicbkoBocnyk6oBUIB Manu Ha MeTi:

ouckpenuTtysat 36porHi Cunu, HauioHansHy MBapmito Ta iHWI Bi-
cbkoBi hopmMyBaHHA B ouax rpomanaH Ykpainu;

nepekoHaTn rpomangaH YkpaiHu He BcTynaty no nae ykpaiHcekoro
Bilickka, a gilounx BicskoBOCNY»KBOBUIR - BBINBHATUCE i3 MOro Nae;

HapgaTu BaknueocTi Telegram-kanany «HaulltaBy» ak mkepeny
HiBUTO yHikanbHux HOBWH, Npo aki «He
poznosicTb» BilicbkoBe koMaHOyBaHHS | Heuwnsy
ykpaTHM IJ.LOG 3aB0I0BATU nosipy Bili- 11 Cmepe gayx BCYusmkos & cene va onGacce

cEkoBOCNYKEOBLIB-MIAMMUCHUKIB, 3 MO- | e
0ANbLIOK MEeTOK CMoHykaTu Ix ginutuce | oemeememmes
iHcbopMauicio, 3okpema, CNYKBOBOTO | e e
TaeMHoOro xapakrepy; S AT KETSRRIN NEpEpac & iy 20 aces
MEROp CHIBHO M3BHN CEEHAHTA, NTO TOT NOTEpAN
Okpemoto cknanosoo kamnaHii ia CBUCBITNEH= | e g

Tatensworo opys

HA MopansHoro saHenany 3CY» € aHOMansHO
senunka kinbkicTe nosigpomnens «HaullltaBy» st ammomervi

WHAOPMEIHM CMH, y AHOTD W3 ik, MAopa.

npo camoryBcTea BilicskoBocnyk6oBuis. 3a N rapore
2019 pik 6yno sadikcoBaHo woHanmeHwe 38 i o
nosigomMneHs, B 2020 - woHanmMmeHwe 19, a B
2021 - 20, y akux He 6yno HaBeOeHO »KoOoHWX pokasis, wo ui icTopil cnpasgi
Manu micue i B Tomy Burnagi, B skomy ue nogaeae Telegram-kaHan.

Fig. 4. Analysis of a text containing propaganda («Center of Strategic Communications» [23])

Overall, the experimental results confirm that the combination of neural network technologies with built-in
transparency mechanisms allows for the creation of systems that can be used not only as an analysis tool, but also as
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an object of public trust. The application of the system in real conditions — in particular, in the activities of cyber
police units and public organizations — revealed its practical value both in terms of efficiency and ethical
responsibility.

Conclusions

The conducted research shows that the combination of neural network technologies with methods of
explainable artificial intelligent text processing allows creating an effective and at the same time ethically balanced
system for detecting propaganda techniques in natural language messages. The proposed architecture provides not
only high accuracy of propaganda content classification, but also demonstrates the ability to identify objects of
influence and establish semantic connections between rhetorical strategies and target concepts.

The results of local interpretation and comparison with expert assessments have demonstrated the relevance
and reliability of the system in the context of ethical responsibility. At the same time, the explainability of decisions,
visualization of influential text fragments and transparency of computational procedures have become the basis for
increasing trust in such technologies both from the user and from regulatory authorities.

In summary, it can be argued that the combination of technical efficiency with legal and ethical guarantees
forms a new paradigm of responsible artificial intelligence, capable not only of detecting information threats, but
also of functioning within the framework of socially acceptable and legally correct practices.
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The study is dedicated to the comparative analysis of the computational performance of modern programming languages

in the implementation of numerical methods for solving boundary value problems in mathematical physics. The central focus of the
research is the Thomas algorithm — an efficient numerical method for solving systems of linear algebraic equations with a
tridiagonal matrix. The research methodology is based on a unified implementation of the Thomas algorithm for each examined
programming language, ensuring identical algorithmic logic. Experimental testing was conducted on systems with sizes ranging
from 10° to 1.5 x 107 elements for programming languages including G C++, C#, Java, JavaScript, Go, and Python, which
represent different paradigms and approaches to computation. The obtained results demonstrate significant differences in the
performance of various programming languages. It was established that low-level compiled languages exhibit the highest execution
speed, especially for large problem sizes. In contrast, interpreted languages show significantly lower performance, which becomes
more pronounced as the computational workload increases.
The study experimentally confirmed the impact of compiler optimization modes on performance, revealing differences of up to 70%
depending on the language and optimization level. The scientific novelty of this work lies in the comprehensive investigation of
programming language performance in the context of numerical modeling by comparing their characteristics when solving
mathematical problems. Future research will include an in-depth study of the impact of processor architecture, compiler
optimization mechanisms, and runtime environment implementation on the performance of computational algorithms, as well as an
expansion of the range of numerical methods and programming languages analyzed.
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Omner XXVYJILKOBCHKU

JIHIIPOBCHKHI NepKaBHUH TeXHIYHUI yHIBEpPCHTET

Iana XXVYJIBKOBCBKA

VYuiBepcuteT MUTHOI cripaBu Ta inancis, M. JIHIIpO

I'ni6 BOXMSHIH

JIHIIPOBCHKMIA IepKaBHUI TeXHIYHUI yHIBEpCUTET

Amnacraciga TKAY

JIHINPOBCHKMIA IepKaBHUN TEXHIYHUI YHIBEPCUTET

MOPIBHSIJIbHUI AHAJII3 OBUMCJIFOBAJIBHOT NIBUJIKOAIT
CYYACHHX MOB ITIPOIT'PAMYBAHHS

HOTKEHHSI PUCBSIYEHE  IOPIBHS/ILHOMY aHam3y O06YUC/TIIOBA/IbHOI LBUAKOAN CyHYacHux MOB IporpamyBaHHs pu
pearnizaLlii YncesIbHUX METOAIB PO3B A3aHHS KPaUoBUX 3a4a4 MaTeMaTUYHOI QIBuKY. LIeHTpasIbHUM 06 EKTOM JOC/IIIXEHHS BUCTYITAE
METOA MPOroHKU — E€QPEKTUBHUA YHCETbHUN alirOPUTM PO3BA3aHHS CUCTEM JIHIIHUX a/IreOpaidHuX DIBHSHb 3 TPUAIArOHA/IbHOK
maTpuero. MeTogosioris AOCTIMKEHHS 6a3yeTbC Ha YHIQIKOBaHIV pearnizaulii METOZY POrOHKY A/1S KOXHOI JOC/TIAXYBaHOI MOBA 3
[AEHTUYHOIO a/IrOPUTMIYHOKO JIOMIKOK. EKCIEPUMEHTAE/IbHI BUMPOBYBAHHS MPOBEAEHO Ha CUCTEMAX pO3MipHicTo Bjg 10° go 1,5 x
107 ennemeHTiB 4151 MOB riporpamyBarHHs G, C++, C#, Java, JavaScript, Go, Python, sKki pernpe3eHTyroTh pi3Hi napagnrmmu 1a rigxoamn
A0 BUKOHAHHS 004YnC/IeHb. OTPUMAHI pe3y/ibTaTv AEMOHCTDYIOTL CYTTEBI BIAMIHHOCTI y MPOAYKTUBHOCTI PI3HUX MOB [1pOrpamyBaHHs.
BCTaHOBIIEHO, 1O KOMITI/IbOBAHI MOBU HU3BLKOIO PIBHS AEMOHCTPYIOTb HaVBALLY LUBAAKOAIO, OCOB/TMBO NPy BETMKUX DOIMIPHOCTSX
3a4a4. HaromicTb IHTEPIIPETOBaHi MOBU MaloTb 3HAYHO HMKYY [IPOAYKTUBHICTL, YO BIACTEXYETLCS 11pU 30IIbLIEHH] 00CIry
06YUCTIEHD. EKCIIEPUMEHTAE/ILHO ITIATBEPLAXKEHO BIUINB OMTUMIBALIHUX DEXVUMIB KOMITIIAUN HA MPOJYKTUBHICTL, AEMOHCTPYIOYM
pizHnLo o 70% 3anexHo Big MOBM Ta piBHS OMTUMIBALII. HaykoBa HOBMU3HA pPOOOTU OJISIraE B KOMITIEKCHOMY AOCAKEHHI
1IPOAYKTUBHOCTI PI3HUX MOB [1POrpamyBarHs B KOHTEKCTI YNCEIbHOrO MOAE/OBAHHS LLISIXOM MOPIBHIHHS IXHIX XapakTEPUCTUK rpu
PO3BA3aHHI MATEMAaTUYHNX 3a4aY. logariblui JOC/IKEHHS BKIIIOYAOTL MOITIMG/IEHE BUBYEHHS BI/IMBY apXITEKTYpU rpoLyecopa,
MEXaHI3MIB ONTUMIZaLi KOMITIIATOPIB Ta OCOB/IMBOCTEN peasi3aLlii CEpEAOBHLY BUKOHAHHS HA MPOAYKTUBHICTE OGYUCITHOBAIIBHUX
a/IrOpUTMIB, @ TaKOX PO3LUMPEHHS CIIEKTPY AOCTIIKYBAHNX YNCETIbHUX METORIB T@ MOB MPOrpPamMyBaHHS.

KIto40Bi ¢c/10Ba: LBUAKOAIS MOBY porpamyBaHHs], CJTAP, METOA rPOroHKY, PiBHI OrmTuMI3aLii.

Introduction
In the context of rapid development of software and computing technology, the issue of intensifying
computational processes is becoming increasingly relevant, as the speed of algorithm execution directly affects data
processing efficiency and system performance [1]. The diversity of modern systems and programming languages,
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their interaction with hardware resources, memory management, compilation processes, and other factors highlight
the importance of selecting an appropriate language for solving computational problems. A particularly critical
criterion in choosing a programming language for computational modeling tasks is the execution speed of programs.
Thus, researchers face the question of which programming language is the most effective for implementing
numerical algorithms used in computer models.

In computational modeling tasks that ultimately reduce to the numerical solution of systems of linear
algebraic equations (SLAE) with a tridiagonal matrix, the Tri-Diagonal Matrix Algorithm (TDMA) is frequently
used. TDMA is specifically applied to solving SLAESs arising from the discretization of differential equations using
the finite difference or finite element methods for boundary value problems. It is one of the most efficient
algorithms, ensuring SLAE solutions in linear time [2].

Despite its algorithmic efficiency, the practical performance of TDMA can vary significantly depending on
the programming language used for its implementation.

The aim of this study is to identify the most efficient programming languages in terms of execution speed
for the TDMA implementation. For comparative analysis, the study will examine modern high-ranking [3]
programming languages: C, C++, C#, Python, Java, JavaScript, and Go.

Related works

The performance of computational processes is determined not only by the specifics of their algorithmic
implementation but also by other factors, including the choice of programming language. Programming languages
differ in their paradigms, memory management mechanisms, levels of abstraction, and execution models, all of
which directly impact the speed and resource efficiency of implemented algorithms [1, 4]. The relationship between
programming languages and execution efficiency becomes increasingly significant given the continuous growth of
data volumes that require complex processing. The evolution of computing architectures, including multi-core
processors, graphics accelerators, and specialized computational devices [5], adds an additional layer of complexity,
as different languages exhibit varying degrees of efficiency in hardware optimization. Consequently, the same
algorithm, when implemented in different programming languages, may exhibit different execution times.

For example, the discrete wavelet transform (DWT) method for audio signal analysis demonstrates varying
execution times when implemented in different programming languages [1]. The results highlight the advantages
and superior performance of C and C++ in digital signal processing tasks.

In another context, a comparison of PHP, Python, Node.js, and Golang for API development in cloud
environments has shown [4] that Golang provides the best scalability and performance under high loads, whereas
Node.js performs well in systems with medium workloads.

Reference [6] presents a performance analysis of JSON parsers in Java, Python, C#, JavaScript, and PHP,
examining their efficiency in terms of parsing speed and resource consumption within their respective native
environments. The evaluation was conducted using JSON test files with varying levels of nesting and data volumes.
The study utilized monitoring tools on the Windows 10 operating system to analyze performance, enabling the
identification of language-specific parser implementations in the context of semi-structured data processing.

Interpreted languages such as Python offer greater flexibility and faster development cycles, thereby
improving developer productivity. Although interpreted languages are generally slower than compiled ones [7],
advancements such as just-in-time (JIT) compilers and transpilers have significantly narrowed this performance gap
[8]. A study comparing three compiled languages — Fortran, C++, and Java — and three interpreted languages —
Python, MATLAB, and Julia — was conducted based on their popularity and technical advantages. These six
languages were evaluated and compared in terms of capabilities, performance, and ease of use through the
implementation of idiomatic solutions to classical astrodynamics problems. The results confirmed that compiled
languages still provide the highest execution performance, but JIT-compiled dynamic languages have achieved
competitive speed levels and offer an attractive trade-off between numerical efficiency and developer productivity.

A comparative analysis of Python and Scala for big data processing was conducted using Apache Spark —
an open-source in-memory cluster computing system designed for high-speed processing [9]. The study concluded
that both languages are suitable for Apache Spark, but the choice depends on project-specific requirements,
balancing development convenience, performance, and data integration efficiency.

Reference [10] also compares the performance of Scala and Java in the Apache Spark MLIib environment
through a series of tests involving various machine learning methods. The experiments demonstrated that Scala
outperforms Java by 10-20% in performance, depending on the algorithm’s characteristics.

Reference [11] analyzes the performance of C, Python, MATLAB, and LabVIEW in instrumentation
automation tasks. The results indicate that C exhibits minimal resource consumption and optimal performance for
small data volumes, whereas Python is advantageous for interface setup and efficient memory usage. MATLAB
delivers the fastest processing for large datasets, while LabVIEW surpasses other tools in real-time control tasks and
maintains stable performance in graphical rendering. Similar to the findings in [9], language selection depends on
task-specific requirements — C is optimal for resource-constrained systems, MATLAB is suited for complex
computations, LabVIEW is ideal for real-time control, and Python excels in multi-device integration.
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A systematic review of WebAssembly (WASM) and JavaScript performance in various aspects (execution
time, memory usage, and energy consumption) demonstrated [12] that WASM is more efficient in lightweight
applications due to its faster execution and lower energy consumption. However, in more complex applications,
JavaScript exhibits lower resource consumption and higher execution speed.

A comparative performance analysis of MicroPython (a Python implementation in C for microcontrollers)
and C was conducted on STM32 and ESP32 microcontrollers [13]. The study evaluated memory allocation speed
and the execution efficiency of cryptographic algorithms such as SHA-256 and CRC-32. The results indicated that
despite certain limitations, MicroPython can be an effective tool for low-cost microcontrollers when appropriate
optimizations are applied.

Reference [14] further examines the performance of C/C++, MicroPython, Rust, and TinyGo on the ESP32
microcontroller in IoT applications. The study focused on data and signal processing algorithm execution speed, as
well as development convenience. The results revealed the advantages and limitations of each language depending
on specific requirements and application scenarios. Implementations in C/C++ were the fastest in most cases,
followed by TinyGo and Rust, while MicroPython applications were significantly slower. Thus, C/C++, TinyGo,
and Rust are better suited for scenarios where execution time and response time are critical, whereas Python offers a
faster and less complex development process for less stringent system requirements.

A comparative analysis of Go, Java, and Python in decision-support processes for Industry 4.0 was
conducted in [15]. The study examined decision tree algorithms based on entropy heuristics, evaluating parameters
such as memory usage, CPU utilization, and computation time to determine the suitability of these languages for
industrial solutions in the Industry 4.0 framework.

Programming languages may exhibit different execution times for algorithms implemented synchronously,
asynchronously, or in parallel. In parallel metaheuristics commonly used for solving NP-hard optimization
problems, a comparison of Chapel, Julia, and Python demonstrated [16] that none of these languages outperform C
combined with OpenMP in performance. However, they offer a trade-off between execution speed and development
convenience.

Reference [17] compares structured approaches to parallelism in Java and Kotlin, analyzing their
performance, real-world adaptability, and optimization capabilities for multi-threaded applications. Both languages
operate on the Java Virtual Machine (JVM), inherently supporting traditional thread-based concurrency. However,
Kotlin includes lightweight coroutines for parallelism, whereas Java’s virtual threads, introduced in Project Loom,
remain experimental. A review of recent scientific studies highlights the multifactorial dependence of computational
performance on programming language choice, driven by differences in paradigms, memory management
mechanisms, abstraction levels, and execution models. Studies demonstrate that lower-level languages, such as C
and C++, provide the highest efficiency in digital signal processing and resource-constrained systems. For web
development and API performance, efficiency varies — Golang offers optimal scalability under high loads, while
Node.js is a suitable choice for medium workloads. In big data processing, the choice between Python and Scala for
Apache Spark depends on the balance between development convenience and integration efficiency. Comparative
studies of WebAssembly and JavaScript reveal context-dependent efficiency: WASM performs better in simple
applications, while JavaScript excels in more complex ones. In microcontroller-based systems, C/C++, TinyGo, and
Rust confirm their advantages in execution time and response speed, whereas MicroPython provides a trade-off
between development speed and efficiency.

A review of recent scientific studies highlights the multifactorial dependence of computational performance
on programming language choice, driven by differences in paradigms, memory management mechanisms,
abstraction levels, and execution models. Studies demonstrate that lower-level languages, such as C and C++,
provide the highest efficiency in digital signal processing and resource-constrained systems. For web development
and API performance, efficiency varies — Golang offers optimal scalability under high loads, while Node.js is a
suitable choice for medium workloads. In big data processing, the choice between Python and Scala for Apache
Spark depends on the balance between development convenience and integration efficiency. Comparative studies of
WebAssembly and JavaScript reveal context-dependent efficiency: WASM performs better in simple applications,
while JavaScript excels in more complex ones. In microcontroller-based systems, C/C++, TinyGo, and Rust confirm
their advantages in execution time and response speed, whereas MicroPython provides a trade-off between
development speed and efficiency. Parallel computing support is also a significant factor affecting performance.
Traditional C with OpenMP [18] retains its dominant position over higher-level but more developer-friendly
languages such as Chapel, Julia, and Python.

In the context of Industry 4.0 and decision-support systems, key selection criteria for programming
languages include memory usage, CPU utilization, and computational time. Differences in parallelism models also
contribute to performance variability. Thus, selecting a programming language for a specific task should be based on
a comprehensive analysis of execution efficiency, development convenience, and application-specific requirements,
as supported by systematic empirical research.

To achieve the research objective, this study aims to perform a comparative analysis of the computational
efficiency of TDMA implementations using the prominent programming languages C, C++, C#, Python, Java,
JavaScript, and Go.
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Materials and Methods
For conducting a comparative analysis of the computational efficiency of different programming
languages, TDMA was chosen, as described in [19].
The mathematical model of the problem for numerically solving a system of # linear algebraic equations is
as follows:
a;x; —cx; +bx=—1,
a; #0,b, 20,i=1..n;
a,=0,b, =0;
jer| = [y

>

C

n

a l:

nls

+b,],i=2..n—1,

e[ >a,

where the last three inequalities represent the diagonal dominance conditions, ensuring the numerical stability of the
method.

The pseudocode for the TDMA solution of a tridiagonal system of linear algebraic equations using the
Double Sweep Method can be presented as follows:

TDMA: pseudo code (Double Sweep Method)

. p=n/2

2. // forward pass

3, For i =1 to p do // right sweep

4. den = c[i] - a[i] * alfa[i]

5. alfa[i+1] = b[i] / den

6. beta[i+1] = (a[i] * beta[i] + f[i]) / den
7. End for

8.

9. For i = n downto p do // left sweep

10. den = c[i] - b[i] * ksi[i+1]

11. ksi[i] = a[i] / den

12. eta[i] = (b[i] * eta[i+1] + f[i]) / den
13. End for

14.

15. // conjugation of solutions

16. x[p] = (alfa[p+1] * eta[p+1l] + beta[p+1l]) / (1 - alfa[p+1] * ksi[p+1])
17.

18. // backward pass

19. For i = p-1 downto 1 do // right sweep

20. x[1i-1] = alfa[i+1] * x[i+1] + beta[i+1]
21. End for

22.

23. For 1 = p to n-1 do // left sweep

24, x[i+1] = ksi[i+1] * x[i] + eta[i+1]

25. End for

At the beginning of the algorithm (line 1), the splitting point p is set, dividing the system of dimension # in
half. In lines 3-7, the forward sweep of the right pass is performed to compute the sweep coefficients a, f for the
first half of the system. In lines 9-13, the forward sweep of the left pass is executed to compute the sweep
coefficients &, # for the second half of the system, respectively. The reconciliation of both solution parts at point p is
implemented in line 16. After coupling, the backward sweeps are performed: in lines 19-21 for the right pass and in
lines 23-25 for the left pass, respectively.

Experiments

All experiments were conducted on a single computer with the following specifications:

— CPU: AMD Ryzen 5 3500U, 2100 MHz, 4 cores, 8 threads;

— RAM: Goodram DDR4 (4 GB, 2666 MHz) x 2 =8 GB;

— OS: Microsoft Windows 11 Pro.

The experiments were conducted for the system size n=105-1.5x10".

Seven programming languages were chosen for the study, representing different programming paradigms
and approaches to compilation and interpretation (Table 1).
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Table 1
Characteristics of the studied programming languages
Language | Classification | Typing | Brief description
C Compiled Static A mid-level language with a minimal level of abstraction. Implemented using
the standard GCC compiler [20].
C++ Compiled Static A language with support for object-oriented and generic programming.
Implemented using the standard G++ compiler [20].
C# Compiled Static A language for the .NET platform, using intermediate code (IL) and a virtual
machine (CLR) [21].
Java Compiled- Static An object-oriented programming language that uses bytecode, executed by the
Interpreted Java Virtual Machine (JVM) [22].
JavaScript (JS) Interpreted Dynamic A multi-paradigm language, implemented using various engines, including
Node.js for server-side execution [23].
Python Interpreted Dynamic A multi-paradigm language, implemented with the standard CPython
interpreter [24].
Golang (Go) Compiled Static A language with built-in support for concurrent programming and fast

compilation. Developed to improve development productivity [25].

The methodology for measuring execution time is adapted to the specifics of each programming language
using the following approaches:

— The clock() function from the time.h library for the C language [20];

— The use of std::chrono::steady_clock for high-precision measurement in C++ [20];

— The application of the Stopwatch class from the System.Diagnostics namespace in C# [21];

— Measurement using System.nanoTime() in Java [22];

— The performance.now() function from the high-precision time measurement API in JavaScript [23];

— The time.perf _counter() function, providing the highest available resolution in Python [24];

— The time.Now() function and duration measurement methods in Go [25].

During the experiments, only the execution time of the algorithmic part of the program was measured,
excluding the time for initializing the execution environment, loading the interpreter, or allocating memory for the
initial data structures.

Compilation and execution of the programs were performed using the built-in optimization features of each
programming language.

To investigate the impact of built-in optimization efficiency, additional experiments were conducted for C-
like languages in Debug x64 mode (no optimization, -Od) and Release x64 mode (optimization with a focus on
execution speed, -O2).

Results
The obtained results are summarized in Table 2 and Table 3 and presented as graphs showing the
relationship between execution time and the system size for different programming languages (Fig. 1-3).

Table 2
Results of computational experiments for Python, Java, JavaScript, and Go with built-in optimization

Computation time, s
HEIOnES Python | Java | JavaScript | Go
1x10° 0.1030 0.0193 0.0207 0.0020
2x10° 0.2064 0.0258 0.0239 0.0050
3x10° 0.3278 0.0357 0.0330 0.0070
4% 10° 0.4283 0.0359 0.0427 0.0098
5% 103 0.4607 0.0386 0.0430 0.0118
6x10° 0.5906 0.0396 0.0520 0.0142
7%10° 0.7272 0.0416 0.0488 0.0180
8x10° 0.8575 0.0490 0.0547 0.0208
9x10° 0.9914 0.0479 0.0609 0.0244
1x10° 1.2253 0.0490 0.0653 0.0280
2.5%10° 2.8130 0.0850 0.1563 0.0589
5x10° 5.6513 0.1397 0.3152 0.1202
1x107 10.2515 0.2786 0.6183 0.2498
1.5%107 14.9313 0.4496 0.9861 0.4055

The comparative analysis of interpreted languages (Python, JavaScript) and compiled languages (Java, Go,
C, C++, C#) revealed a nonlinear dependence of execution time on system size, which follows an exponential
pattern (Fig. 2). For Python and JavaScript, there is significantly higher sensitivity to the increase in system size.
Specifically, when transitioning from a system size of 10° to 107 the execution time for Python increases
approximately 145 times (from 0.103 s to 14.9313 s), and for JavaScript, it increases more than 30 times (from
0.0207 s to 0.9861 s).

On the other hand, compiled languages show a fundamentally different pattern. Go demonstrates almost a
linear relationship between execution time and system size. C and C++ exhibit similar results with minimal
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execution time overhead. Notably, for the maximum system size of 1.5x107 Python requires nearly 15 seconds of
computation, whereas Go takes only 0.4055 seconds, Java 0.4496 seconds, and C++ about 0.3637 seconds (Fig. 3).

Table 3
Results of computational experiments for C-like languages in different optimization modes
Computation time, s
RISl s cod ] C(02) [ crod) | c02) | cicodq | Ch(O2)

1x10° 0.0010 0.0010 0.0023 0.0030 0.0050 0.0040
2x10° 0.0050 0.0030 0.0062 0.0045 0.0116 0.0067
3x10° 0.0080 0.0060 0.0073 0.0056 0.0143 0.0088
4% 10° 0.0110 0.0060 0.0106 0.0115 0.0191 0.0115
5% 10° 0.0150 0.0090 0.0162 0.0140 0.0223 0.0165
6x10° 0.0320 0.0090 0.0179 0.0189 0.0339 0.0183
7x10° 0.0190 0.0140 0.0212 0.0211 0.0399 0.0203
8x10° 0.0250 0.0140 0.0245 0.0246 0.0406 0.0220
9x10° 0.0260 0.0180 0.0279 0.0277 0.0443 0.0266
1x10° 0.0290 0.0150 0.0373 0.0293 0.0533 0.0314
2.5%10° 0.0670 0.0420 0.0631 0.0632 0.1432 0.0770
5x10° 0.1170 0.0780 0.1213 0.1113 0.2553 0.1684
1x107 0.2750 0.1730 0.2904 0.2250 0.4836 0.4054
1.5x107 0.5150 0.2950 0.4836 0.3637 0.7947 0.7006

For C-like languages, the transition from the non-optimized mode (-Od) to the optimized mode (-O2)
demonstrates a performance boost of approximately 1.15x for C#, 1.3x for C++, and from 1.5x to 1.7x for C.
Go shows the greatest stability in performance as the problem size increases. Execution time increases
almost proportionally to the increase in system size. Java and C# occupy an intermediate position, demonstrating
fairly high efficiency due to Just-In-Time (JIT) compilation and advanced runtime optimization mechanisms.

Computation time (s)

Computation time (s)
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Fig. 1. General results of computational experiments
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Fig. 2. Results of computational experiments for C-like languages, Java, JavaScript, and Go
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Fig. 3. Comparison of results in different optimization modes for C-like languages

The conducted experiments prove that for high-performance scientific computing, especially in computer
simulation, compiled languages with explicit static typing, such as Go, C/C++, and Java, are the most effective, as
they provide minimal overhead and high scalability of computational algorithms.

Conclusions

The conducted study presents a comprehensive analysis of the computational efficiency of modern
programming languages in implementing numerical methods of mathematical physics, specifically the TDMA for
solving SLAE with tridiagonal matrices.

The scientific novelty of this work lies in a systematic comparative study of the performance of various
programming languages using a unified methodology for experimental research. This approach enables an objective
quantitative assessment of the computational performance of modern languages in solving typical numerical
mathematics problems.

Compiled languages, particularly C/C++, Go, and Java, demonstrated the highest performance and the
lowest sensitivity to increasing problem size. In contrast, interpreted languages such as Python and JavaScript
exhibited significantly lower computational efficiency, characterized by an exponential increase in execution time as
the problem size grows. However, their advantage lies in the simplicity of development and rapid prototyping.

The transition from an unoptimized compilation mode to a fully optimized mode results in a speedup of
approximately 1.15x for C#, 1.3x for C++, and between 1.5x and 1.7x for C, confirming the necessity of proper
compiler configuration to achieve optimal computational performance. Meanwhile, the Go programming language
demonstrated the highest stability in performance when scaling computational tasks. Go’s uniqueness lies in its
combination of high execution speed, a relatively simple syntax, and built-in concurrency mechanisms.

A comparative analysis of C and C++ confirmed that these languages remain the most efficient for low-
level computations, ensuring minimal overhead and a close-to-hardware implementation of algorithms. This
conclusion aligns with the findings of previous research [1, 8, 11].

Future research directions include an in-depth study of the impact of computer system architecture,
compiler optimization mechanisms, and runtime environment characteristics on the performance of computational
algorithms. Additionally, expanding the range of numerical methods and programming languages under
investigation will provide further insights into computational efficiency across different paradigms.
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BEDRATIUK Anna

Khmelnytskyi National University

METHOD FOR OBTAINING ROTATION-INVARIANT IMAGE REPRESENTATION
BY REMOVING ORIENTATION FEATURES FROM AUTOENCODER LATENT
SPACE

In many computer vision tasks, accurate object recognition is complicated by arbitrary object orientations. Ensuring
rotation invariance is critical for improving classification accuracy and reducing errors related to the varying placement of objects.
This issue is particularly important in real-world environments, where object orientation is rarely controlled.

The goal of this study is to develop a method that allows separating rotational features from the semantic essence of an
object, while preserving high classification accuracy after removing orientation-related components. This approach enables the
construction of models that remain effective under a wide range of input perspectives, thus improving robustness in practical
applications.

The proposed method is based on using a convolutional variational autoencoder trained on a dataset of images subjected
to various rotation angles. Linear regression is then used to identify those latent components that correlate most strongly with the
rotation parameter. These components are removed, and the remaining features are used for classification. Additionally, image
reconstruction is performed from the reduced latent vector to visually validate rotation invariance and evaluate the preservation of
object shape.

Experiments on a synthetically rotated binarized digit dataset (modified MNIST) demonstrated that removing rotation-
sensitive components led to a classification accuracy decrease of no more than 25-30% across latent space dimensions 3-10 (e.g.,
normalized accuracy dropped from 1.000 to 0.704 at d = 7). Reconstruction experiments showed that the semantic shape of digits
was preserved, while specific orientation information was suppressed.

The scientific novelty of this work lies in introducing a simple and reproducible method for removing orientation-related
features from the latent space of an autoencoder without modifying the model architecture or introducing specialized regularizers.
The practical significance of the method is in reducing the influence of arbitrary object orientation on recognition accuracy, thereby
increasing the universality and reliability of vision systems in uncontrolled settings. The proposed approach may be useful for
building classifiers capable of handling images with varying or unknown orientations during data collection.

Keywords: variational autoencoder, feature disentanglement, rotation invariance, semantic representation, convolutional
architecture, image classification, algorithms, machine learning

BEJIPATIOK I'anna

XMeJNbHUIBKUH HalliOHAIBHUH YHIBEPCUTET

METO OTPUMAHHS OBEPTAJIBHO-IHBAPIAHTHOI'O IPEACTABJIEHHSA
305PAKEHb IIJIIXOM BUJIYYEHHS O3HAK OPIEHTAILIL 3 JATEHTHOI'O
MMPOCTOPY ABTOKOAYBAJIbBHUKA

Y 6ararbox 3aga4yax KOMITIOTEPHOIO 30py €QPEKTUBHE PO3ITI3HABAHHS OO E€KTIB YCKIGAHIOETLCS AOBITbHOK OPIEHTALIER
O6'€KTIB CLEHN. 3abe3rneyeHHs IHBapiaHTHOCTI A0 OPIEHTALI € KPUTUYHUM A/15 MTIABULLEHHS TOYHOCTI KacU@iKaLii' 7@ 3MEHLLIEHHS
[IOMWIIOK, I1OB'S3aHNX 3 PI3HNM PO3TaLLYBaHHSM 00 €KTIB. Lle 0cob/mBO BaX/mMBO B yMOBax peasibHoro CEpEAOBULYE, A€ OPIEHTALIA
06 €KTIB PIKO € KOHTPO/ILOBAHOIO.

MeToro AOC/AKEHHS] € PO3POBTIEHHS METO4Y, O AAE 3MOry BIAOKPEMUTH O3HAKU [10BOPOTY Bifi CEMAHTUYHOI CYyTHOCTI
06'€KTa Ta 36EPEITH 34aTHICTb 40 BUCOKOTOYHOI KIacUQIKaLil ric/is BU/TyYEHHS O3HAK, BIAIMOBIAA/IbHUX 38 OpIEHTAaLI0. Takmi rigxig
Cripusie 1o6yAoBI MOJENEY, SKI 3a/MLIAIOTLCS EQEKTUBHUMI HABITh 38 PI3HOMAHITHUX PaKypCiB BXIAHUX AaHUX, LO IABULLYE IXHIO
CTIAKICTB Y MPaKTUYHNX 3@CTOCYBAHHSIX.

3anporioHoBaHmi METOA 6a3yeTbCI Ha BUKOPUCTAHHI 3roPTKOBOroO BaplauiviHoro aBTOKOAEDa, SKuM CriovaTKky HaBYaeTbCa
Ha Habopl 306paxeHb i3 pi3HUMU KyTamu roBopoTy. [Ticis Ueoro 3a AOMOMOrow JiHIVIHOI perpecii BUsBASIOTLCS Ti KOMITOHEHTU
JIATEHTHOMO IPOCTOPY, LU0 HAUOIIbLLE KOPEIOIOTL (3 NapaMeTpoM 0BOPOTY. Lfi KOMIIOHEHTU BU/IyYatOTbCS, @ PELUTa O3HAK
BUKOPUCTOBYETBLCS A/151 KIacnikallli. [JoAaTKOBO BiAOYBAETLCS BIAHOB/IEHHS 300paXeHb 6e3 Bu/lyYeHnx KOMIIOHEHT, Lo AaE 3Mory
BI3Ya/IbHO MIEPEBIPUTH IHBAPIGHTHICTb A0 OBOPOTY Ta OLIHNTH, HACKIIbKU EPEKTUBHO 36EDIraETbCs PO3ITi3HaBAHHS POpMu 06 EXTA.

EKCIIEPUMEHTH HE [10BEPHYTOMY CUHTETUYHOMY — GIHapU30BaHOMY Habopi gaHux un@p (MogugikosaHmi MNIST)
110K33amm, LYo BUAGSIEHHS] KOMITOHEHTIB, YyT/IMBUX [0 0OEPTAHHS], MPHU3BOANIIO A0 HIKEHHS TOYHOCTI Knacu@ikauii He OifbLie Hix
Ha 25-30% A715 PO3MIPHOCTEN SIATEHTHOO NPoCcTopy BiA 3 A0 10 (Hanpukial, HOpMasi30BaHa TOYHICTE 3mMeHwmwiacs 3 1.000 4o
0.704 npn d = 7). EKCriepuMeHTH 3 PEKOHCTPYKLIIEID 300PaXeEHb 10K33a/M, L0 CEMaHTMYHa Gopma un@p 36epiranacs, To4i sK
IHGOPMAaLisl PO KOHKPETHY OPIEHTALYIIO MPUrHIidyBasacs.

HaykoBa HOBU3HA AOC/MKEHHS MO/ISIFAE B TOMY, LJO BREPLUE 3aMPONOHOBAHO MPOCTH Ta BIATBOPIOBAHMA METOH
BUJTYHEHHS] ODIEHTALIIHNX O3HAK I3 JIATEHTHOIO pPOCTOPY aBTOKO4EDPa 6e3 roTpebu y moamikauii apxitektypmu mogeni abo
3aCToCyBaHHS [0AATKOBUX PErynspu3aTopiB. [IpakTuYHE 3Ha4YeHHs poOOTH rO/ISrac y 3MEHLUEHHI BI/MBY LOBiIbHOI OpieHTaLi
O6'EKTa Ha TOYHICTb PO3III3HABAHHS, YO JO3BOJISIE MABULUNTYI YHIBEPCA/ILHICTL | HAAIHICTL CUCTEM KOMITIOTEDHOMO 30py B yMOBaX
HEKOHTPO/IbOBAHOIo pakypcy. OTpuMaHi pesysibTatv MOXYTb OyTu BUKOPUCTaHI 4715 0BYA0BU KAacn@ikaTopis, 34aTHNX eQEKTUBHO
nPaLroBaTH i3 306PAKEHHSIMY, y TKUX OPIEHTALIIST 06 EKTA 3MIHIOETLCS a60 HE € PIKCOBAHOIO 1if Hac 36MPaHHs JarHux.

Knto4oBi crioBa: BapiauiviHmi aBTOKOAED, BIJOKPEMIIEHHS O3HAK, IHBAPIAHTHICTL [O M0BOPOTY, CEMaHTUYHE 104aHHS,
3ropTKOBa apXITEKTYPa, KAaCUQPIKaLisi 300paXeHb, MALLUMHHE HABYaHHS
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Introduction

In computer vision tasks, the accuracy of object classification heavily depends on the model's ability to
account for geometric transformations, particularly arbitrary image rotations. In many practical applications — such
as automatic recognition of biological structures, detection of material surface defects, or symbol recognition in
digital documents — the position of the object in the image is uncontrollable. This creates a need for systems
capable of recognizing objects independently of their orientation, i.e., possessing the property of rotation invariance.

Existing methods aimed at achieving such invariance often involve modifications to convolutional neural
network architectures or the addition of special components to the loss function. However, these approaches tend to
be complex to implement, computationally intensive, or lack interpretability. Recent attempts have been made to
develop neural representations that explicitly separate object shape features from orientation information, but most
of these solutions remain insufficiently transparent or difficult to reproduce. There is thus a need for a simple and
interpretable approach that allows for the separation of rotation features without degrading classification quality.

The object of this study is the process of forming latent representations of images in neural networks used
for classification tasks.

The subject of this study is the structure of the latent space of a convolutional variational autoencoder and
its relationship to geometric transformations of input images, particularly rotations.

The aim of the work is to develop a method that enables the identification of latent space components
responsible for object rotation and, based on the remaining components, to form an invariant semantic
representation suitable for classification regardless of orientation.

To achieve this goal, the following tasks must be accomplished: — train a convolutional variational
autoencoder on a dataset of images with varying rotation angles; — use linear regression to identify latent space
components associated with rotation; — perform classification of images after removing these components; —
reconstruct images using only non-rotation features and assess their quality; — investigate how well the removed
components correspond to the rotation information.

The proposed approach addresses the existing gap between complex architectural solutions and the lack of
controllability over the latent space. It allows for the construction of interpretable and practically usable object
representations in tasks where geometric invariance is a crucial factor for recognition accuracy.

Problem statement
The task under consideration is to construct a latent representation of images that is invariant to the action
of the rotation group SO(2) in the image space. Let X € R¥*W denote the set of input images (e.g., grayscale digit
images of size 28 X 28 pixels) which can be arbitrarily rotated. Each image x € X is obtained as the result of the
action of a certain rotation g € SO(2) on a "canonical" image X:

x=g-% ge€S0(2).
Input variables:

. x € X — image with an unknown orientation;

. 6 € [—m, m) — (unobserved) rotation angle applied to the image;

. y € {1, ...,C} — class label for the classification task.

Output variables:

. z = f(x) € R% — latent representation obtained via a function f implemented by a neural
network (autoencoder);

. Zgem € R*™¥ — semantic part of the vector z with rotation-related components removed;

. ¥y = h(Zsem) — predicted class using only the semantic representation;

. X = dec(zgeym ) — reconstructed image recovered without rotation-related information.

Quality criteria:

. Minimization of the loss function L = L..on + Lk, characteristic for a variational autoencoder;

. Maximization of classification accuracy: P(y = y);

. Interpretability of the influence of the components of the vector z on 8, assessed through the
coefficients of a linear regression 8 ~ z;

. The quality of disentanglement is evaluated through the reconstruction of the image X from the
invariant part Zgep,.

Constraints:

. 0 is not directly observed — its influence must be assessed indirectly;

. Removal of rotation-related components should minimally affect semantic content but
significantly reduce dependence on orientation;

. The construction of zgep, should satisfy: Zger, (g * X) = Zgem (x) for all g € SO(2).
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Thus, the goal is to construct a transformation function f: X — R and a procedure for nullifying k
components of the latent vector z such that the invariant part zg,, provides high classification and reconstruction
performance independently of the input image rotation

Review of the literature

Ensuring invariance to geometric transformations, particularly rotations, constitutes one of the major
challenges in contemporary deep learning. Convolutional neural networks (CNNs) exhibit local invariance to
translations; however, they do not inherently guarantee invariance under the action of the SO(2) group without
additional architectural modifications or specialized training procedures [1]. In response, several architectures have
been proposed that are explicitly designed to achieve equivariance or invariance with respect to group actions.
Notably, group-equivariant convolutional networks (G-CNNs) were introduced in [2], and subsequent works [3,4,5]
further advanced this approach towards networks equivariant to continuous Lie groups.

Geometric deep learning, as a general paradigm, systematically investigates architectures grounded in
symmetries and group actions [6]. A formal framework within this paradigm involves the use of equivariant
convolutions as morphisms in the category of group representations [7,8]. Nevertheless, such architectures tend to
be complex, challenging to scale, and often difficult to interpret.

Concurrently, a parallel research direction has focused on the development of latent representations that
explicitly disentangle factors of variation, such as class, position, rotation, and scale. Beginning with [9], where [-
VAE was proposed as a method for disentangling features, numerous VAE variants have been introduced to enable
feature disentanglement at the latent level [10,11]. An illustrative example is Spatial-VAE [12], which models image
content and spatial arrangement separately.

Recent literature has increasingly emphasized the integration of geometric symmetries into deep generative
models. For instance, TARGET-VAE [13] incorporates group equivariance directly into the latent space. Related
approaches include methods based on implicit neural representations (INRs), which combine hypernetworks with
latent space regularization [14,15,16].

Despite considerable progress, significant limitations remain within existing approaches. Firstly, most
methods for feature disentanglement are not explicitly tied to the mathematical structure of geometric symmetries,
such as the SO(2) group. Secondly, even when invariance is achieved, it is often implicit, opaque, or obtained
through complex architectural modifications. Thirdly, the relationship between classification accuracy degradation
and the loss of geometric components in the latent space is rarely analyzed quantitatively.

The present work situates itself at the intersection of research on group action invariance and latent feature
selection. In contrast to models such as B-VAE, where factor disentanglement is achieved implicitly via global
modifications of the loss function, our approach explicitly and constructively enforces rotation invariance. This is
accomplished by evaluating the correlation between latent components and the rotation parameter, followed by the
removal of features most strongly associated with rotation. We propose a simple, transparent, and easily
reproducible method for constructing rotation-invariant semantic representations based on a convolutional
variational autoencoder, without modifying the architecture or introducing complex regularizers. This approach not
only enhances interpretability but also enables a quantitative evaluation of the contribution of geometric features to
overall classification performance. The method is applicable both to the theoretical analysis of latent space
invariance and to the practical design of classifiers robust to input image orientation changes.

Proposed technique

In this study, a convolutional variational autoencoder (Conv-VAE) is employed, specifically designed for
processing images with local structure. By local structure, we refer to the presence of spatial dependencies among
neighboring pixels, forming characteristic patterns (such as edges, contours, or fragments of objects) that can be
effectively extracted using convolutional filters.

The autoencoder consists of two components—the encoder and the decoder. The encoder receives the input
image and, through a sequence of convolutional layers and nonlinear activations, transforms it into a feature vector,
which is then fed into two separate fully connected layers. These layers produce the parameters of a multivariate
latent normal distribution: a mean vector u € R and a log-variance vector logo? € R%, where d denotes the
dimensionality of the latent space.

Based on these parameters, the model performs stochastic sampling using the so-called reparameterization
trick. The latent vector z € R is computed as:

z=u+0Qe¢,

where o € R is the standard deviation vector reconstructed from loga?, and & € R¢ is a vector of random
variables independently sampled from a standard normal distribution: & ~ NV (0,I). The operator (O denotes
element-wise multiplication. This reparameterization separates the stochastic and deterministic parts of the sampling
process, enabling optimization of the parameters u and loga? via gradient backpropagation.

This representation enables stochastic encoding while maintaining differentiability, which is crucial for
training using gradient-based methods.
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The decoder performs the inverse transformation from the latent space back to the image space. It accepts
the vector z and, through a sequence of transposed convolutional (or fully connected) layers, reconstructs an
approximation X of the original image x. The autoencoder is trained by minimizing a loss function composed of two
terms: the reconstruction error and the Kullback—Leibler divergence. The total loss function is given by:

L(x,%,u,loga?) =l x — & 1>+ D, (W (w, 02) 1| M(0,1)),

where the first term is the Euclidean norm of the difference between the input image x and its
reconstruction X, representing the reconstruction error. The second term is the Kullback—Leibler divergence between
the approximate latent distribution q(z|x) = N (u, 0%) and the prior distribution p(z) = N (0,I). In the notation
Dxi, (P Il Q), the symbol || denotes "relative to," indicating the direction of comparison: how much P diverges from
@, not the other way around. This regularization term encourages the latent variable distribution to remain close to
the standard normal distribution, ensuring the consistency of the latent space structure.

Thus, the latent space is formed as a stochastic mapping of the input image into a multidimensional
Euclidean space with a predefined dimensionality. During training, the network organizes the components of z such
that individual dimensions correspond to the most significant factors of variation in the input data. In our case, we
assume that one such factor may be the rotation angle of the object in the image, enabling further analysis of the
model’s invariance to the action of the group SO (2).

For model training, we used the classic MNIST dataset of handwritten digits, containing grayscale images
of size 28 x 28 pixels. To simplify the interpretation of results and to focus on geometric aspects of the
representations, all images were binarized using a thresholding operation with a fixed threshold value ¢t = 0.5. Thus,
each pixel in the image takes a value of either 0 or 1, allowing us to treat the objects as pure geometric shapes
without intensity variations.

To model the influence of geometric transformations, each base image x, was randomly rotated by an angle
6 uniformly sampled from the interval [—m, ). Formally, the transformed image x4 is defined as the result of the
action of a group element gy € SO(2) on x,, i.e.,

Xg = 9o X0, Ygo € SO(2),

where the action of gg is implemented as a rotation of the image around its center. This procedure injects
the geometric factor of variation—the rotation angle—into the input data.

The use of the group SO(2) is natural from the viewpoint of planar object symmetries, as it describes all
possible object orientations without altering their shape. Thus, the constructed dataset enables the study of latent
space invariance to the action of this group. In subsequent sections, we investigate the extent to which components
of the latent vector z are sensitive to variations in 8, and whether it is possible to disentangle the influence of
rotation from other semantic characteristics of the images.

After training the variational autoencoder model, each rotated image x4 is associated with a corresponding
latent vector z € R®. Since the rotation angle 6 is known for each image, it is possible to empirically evaluate the
dependency of 6 on the latent space components. To this end, an auxiliary linear regression task is considered,
where 8 is approximated by a linear combination of the components of z:

d
0 =,80+Z,8jzj+e,
j=1

where f; are the regression coefficients and ¢ is the random error term. The goal of this regression is not to
predict 8 but to quantitatively identify which latent components are most sensitive to variations in orientation.

Based on the obtained coefficients f;, their absolute values are computed, and the components z; are
ranked according to their influence on the rotation angle. Let J9 € {1,...,d} denote the subset of indices
corresponding to the components with the largest absolute coefficients:

Jp = Top-k(|B1l,1Bz1, -, |Bal),

where k is a predefined number of components considered rotation-sensitive. In typical experiments, values
of k = 2 or 3 are used, depending on the total dimensionality of the latent space.

Following the identification of such components, a procedure is applied to modify the latent vector z by
removing rotation-related information. This is achieved by zeroing out all components with indices in Jy, while
leaving the remaining components unchanged. Thus, the invariant part of the vector is formed as:

0, ifj €Ty, .
Zgom = {Zj’ ifj &7, forj=1,..,d.

The resulting vector z, is considered a semantic representation of the image, cleansed of rotation-related
components. In the following sections, the effectiveness of this modification in preserving object semantics while
mitigating the effect of orientation will be investigated.

Upon identifying the subset of latent components Jy most sensitive to image rotation, it becomes possible
to construct a partial representation of the object that excludes information about its orientation. This representation
should characterize only the semantic essence of the image—such as its class, shape, and stylistic features—and be
invariant under the action of the group SO(2).
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Formally, the invariant vector z,, is constructed by modifying the full latent vector z: all components with
indices j € Jq are zeroed out, while the others are left unchanged. Thus, a subspace of the latent space is defined in
which information about rotation is either eliminated or minimized.

The requirement for invariance under the action of the rotation group SO(2) is formulated as the
approximate identity between vectors obtained from different orientations of the same object. Let x be an arbitrary
image, and g € SO(2) be an arbitrary rotation, then we expect:

Zsem(g ' x) ~ Zsem(x)l Vg € 50(2)'

where the action g - x denotes the rotation of the image x by the corresponding angle. This property implies
that regardless of the object’s orientation in the image, its invariant latent representation remains a stable descriptor
of its shape and content.

This construction of z,.,, enables the separation of semantic information from geometric factors, making it
suitable for tasks such as classification, reconstruction, or comparison of objects independently of their orientation.
Subsequently, we will evaluate the effectiveness of the invariant representation as an alternative to the full latent
description.

For the experimental evaluation, a subset of 10,000 training images was used, generated by applying
random rotations to the original MNIST dataset. All images were binarized and resized to a fixed dimension of
28 x 28 pixels. The dimensionality of the latent space, denoted by d, was predefined depending on the specific
experiment, typically ranging from 5 to 10.

The experimental analysis involved three key procedures. First, object classification was performed using
both the full latent vector z and the invariant representation z,,, from which rotation-related components had been
removed. This allowed for assessing how much information relevant to class recognition is preserved after the
removal of geometric features.

Second, image reconstruction was performed based on both the full latent representation z and the invariant
representation Z.,. This enabled visual comparison of how well the reconstructed images preserved the object’s
shape while mitigating or removing orientation information.

Third, an analysis of the impact of component removal on classification accuracy was conducted. This
involved comparing classification results before and after removing the k most rotation-sensitive components. The
value of k was determined experimentally, depending on the distribution of regression coefficients in the 6 ~ z
model.

The criteria for selecting components were based on the significance of the regression coefficients.
Specifically, the components with the largest absolute contributions to the variation in the rotation angle were
selected. All computations were performed after training the Conv-VAE with a fixed architecture, without further
fine-tuning of the network weights.

Detailed quantitative evaluations and interpretations of these procedures will be presented in the following
section.

Experiments

The experimental part of this study is based on a step-by-step analysis of the latent space of a convolutional
variational autoencoder (Conv-VAE) to identify and eliminate components responsible for the object’s rotation. The
general scheme of the experiments involves several key steps.

In the first stage, the Conv-VAE model is trained on a modified version of the classic MNIST dataset,
where random image rotations within the angle range 8 € [—m, ) have been applied. As a result of training, each
image is associated with a latent vector z € R%, representing its internal representation in the model’s latent space.

The next step involves constructing a linear regression model that approximates the rotation angle 6 as a
linear function of the components of z. This allows for a quantitative assessment of the influence of each component
z; on the geometric property of orientation. Components with the largest regression coefficients are interpreted as
those containing information about rotation. Subsequently, a modified vector z,, is constructed, in which the
identified rotation-sensitive components are zeroed out. This vector is considered an invariant representation of the
image, preserving its semantic essence while eliminating orientation information. In subsequent experiments,
classification accuracy is compared between the full latent representation z and the cleaned representation zy,.
Additionally, the quality of image reconstruction based on both types of vectors is investigated, allowing for an
evaluation of the impact of component removal on the visual interpretation of the image. The proposed scheme is
universal and can be replicated using any dataset where geometric factors of variation are explicitly or implicitly
present.

The experiments were conducted using the publicly available MNIST dataset, containing 60,000 grayscale
images of handwritten digits with a resolution of 28 X 28 pixels. Since the study aims to investigate invariance to
the action of the rotation group SO (2), the base dataset was modified by applying a random rotation to each image.

Specifically, for each image x, from the original dataset, a new image xg was generated by rotating it by a
random angle 6 uniformly sampled from the interval [—m, ). Formally, the transformed image is written as xg =
Je * X, Where gg € SO(2) is the operator corresponding to a rotation by 6 around the image center. The value of 8
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was stored in the metadata for each image, enabling its use as a regression variable for analyzing the latent space
structure.

Following rotation, each image underwent a binarization procedure. A fixed threshold t = 0.5 was applied:
pixels with intensities above the threshold were set to 1, and those below to 0. This approach removes intensity
variation effects and focuses attention solely on geometric properties such as shape and orientation.

Thus, the prepared dataset preserves the key semantic information about the digit class while introducing an
independent variable—the rotation angle—creating favorable conditions for analyzing the model’s ability to
separate geometric from semantic features in latent representations.

The models were trained using a convolutional variational autoencoder architecture adapted for binarized
28 x 28 pixel images. The encoder consisted of two convolutional layers with ReLU activation, followed by a
flattening operation and two separate fully connected layers generating the mean vector 4 € R® and the log-variance
vector loga? € R? for the latent normal distribution. The decoder implemented the reverse mapping using one or
two fully connected layers followed by nonlinearities, ending with a layer that produced the final image using a
sigmoid activation function.

The latent space dimensionality d varied within the range 5 < d < 10, depending on the specific
experiment. For each value of d, the model was trained separately. Training was performed on 10,000 rotated
images for 5 epochs using mini-batches of size 64. The Adam optimizer was used with a fixed learning rate of 1073
and default hyperparameters.

The loss function followed the standard formulation for variational autoencoders, consisting of two terms:
the reconstruction error and the Kullback—Leibler divergence. The reconstruction error was calculated as the sum of
binary cross-entropy losses between the original and reconstructed images, an appropriate choice for binary pixel
values. The regularization term encouraged the posterior distribution of latent variables to approximate a standard
normal distribution.

All experiments were conducted in Python using the PyTorch framework. Training was performed on an
NVIDIA Tesla T4 GPU in the Google Colab cloud environment. To ensure reproducibility, the random seed was
fixed across all experiments. The model architecture, training hyperparameters, and data structure were kept
constant, except for the latent space dimensionality d.

To evaluate the effectiveness of the proposed approach to invariant latent representation construction,
several experimental scenarios were implemented, each corresponding to a specific aspect of testing the hypothesis
of disentangling rotation information from the semantic content of the image.

In the first scenario, classification was performed using the full latent vector z obtained after encoding. A
linear classification model was trained on a subset of the dataset with known class labels. This served as a baseline
reflecting the maximum achievable classification accuracy with complete information.

The second scenario repeated the classification procedure, but using the modified vector z,,, where the
rotation-related components had been zeroed out according to the regression model. This experiment aimed to assess
changes in classification accuracy when orientation information is removed from the latent representation.

The third experiment focused on a visual assessment of the effect of removing rotation components. Images
were reconstructed from both the full vector z and the cleaned vector zg,,. This comparison allowed evaluation of
how well the object’s geometric shape was preserved and whether the orientation was altered or suppressed. The
final scenario addressed the stability of the method under different rotation angles. Subsets of images with specific,
uniformly distributed values of 6 were selected. Within each subset, images were reconstructed and visually
compared. This allowed verification of whether z,,, remains invariant under the action of SO(2), regardless of the
particular rotation angle.

All the above scenarios are complementary and cover both quantitative and qualitative aspects of
analysis—classification accuracy, geometric integrity of reconstructions, and model behavior under orientation
variations. The results of each scenario will be presented in the next section.

To ensure scientific reproducibility of the experiments, several procedures were followed to maintain
stability and minimize random effects. All computations were performed with a fixed initial random seed, ensuring
that results could be replicated upon re-execution.

Models were trained multiple times with the same hyperparameters but different random weight
initializations, demonstrating the stability of the architecture against parameter fluctuations. Key metrics—
classification accuracy, regression R? scores, and reconstruction error—were averaged over multiple runs to
improve the reliability of the obtained estimates.

For visual analysis of model behavior at different rotation angles, controlled subsets of images with fixed 6
values were formed. This avoided dependence on the random distribution of the full dataset and ensured uniform
coverage of the SO(2) action space. Furthermore, the stability of rotation-sensitive component detection was
assessed by comparing linear regression coefficients 6 ~ z across different training runs. Consistency in the
dominant components provided additional confirmation of the structural informativeness of the latent space.

Thus, all stages of the experimental protocol were organized to ensure that the results could be confidently
interpreted as robust, statistically valid, and independently verifiable by any qualified researcher.
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Results

To assess the impact of removing rotation-sensitive components on the model’s classification ability, a
comparison of two scenarios was conducted:

In the first scenario, images were classified based on the full latent vector z obtained after encoding.
Logistic regression was applied to each sample with its class label preserved, trained on a subset of the data. This
scenario served as a baseline reflecting the maximum achievable classification accuracy under complete
information.

The second scenario repeated the classification procedure but used the modified vector z,, where the
components associated with the rotation angle 8 were zeroed out according to the regression model. The aim of this
experiment was to identify changes in classification accuracy when orientation information is removed from the
latent representation.

The results for different latent space dimensions are presented in Table 1. In addition to the actual
classification accuracies for both scenarios, the relative classification accuracy loss (if the first scenario is taken as
100%) is shown. The last column indicates how much information is not captured by the most rotation-sensitive
components (i.e., the complement to 100%).

Table 1
Comparison of classification accuracy in two scenarios (logistic regression)
d Accuracy z Accuracy z,., Accuracy loss (%) 100% — sum of contributions (%)
3 0.4775 0.3659 23.37 49.38
4 0.4032 0.3465 14.06 22.09
5 0.5093 0.4055 20.38 39.26
6 0.5950 0.4016 32.50 19.06
7 0.6008 0.4233 29.54 37.12
8 0.6428 0.5072 21.12 26.83
9 0.6377 0.5350 16.13 26.78
10 0.7296 0.5941 18.60 23.61

The table analysis shows that removing only the latent components most contributing to the rotation
regression indeed leads to a reduction in classification accuracy. This reduction reflects not only the loss of
geometric information but also, partially, the loss of semantic features not completely orthogonal to orientation-
sensitive components. The last column represents the fraction of information not contained in the most rotation-
sensitive components, interpreted as an upper bound for the semantic information preserved in the vector z,, after
removing orientation features.

For example, if the sum of contributions of removed components is 70%, the remaining 30% of information
could be used for classification independently of the object’s orientation. This leftover is expected to correlate with
the post-removal classification accuracy: the more information is preserved, the smaller the accuracy drop. Such a
metric helps not only to quantitatively evaluate the "cleanliness" of the representation but also to explain the
empirically observed degradation in classification performance.

Thus, the proposed approach allows for a quantitative assessment of the role of orientation-related features
in the latent representation and provides an empirical basis for the construction of invariant classifiers.

For better visualization of the effect of removing rotation-sensitive components, a plot (Fig.1)
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was created showing the classification accuracy for the two scenarios: with the full latent vector z and with
the cleaned representation Zz..,. The plot also presents the relative loss of accuracy, allowing a quantitative
evaluation of the role of orientation features. It can be seen that although the accuracy decreases after vector
cleaning, the preserved portion of performance remains high, indicating effective preservation of semantic content in
zSel’l’l'

To assess the influence of individual latent components on the object’s orientation, a linear regression
model approximating the rotation angle 6 from the latent vector z € R% was constructed:

d
0=Fo+ ) Bz+e,
=

where f; are the weights for the j-th component and & is the random error. From this model, the
coefficients f; and the coefficient of determination R 2 (characterizing the regression’s precision) were calculated.

For latent space dimensionality d = 7, the regression model yielded R? = 0.5402, indicating a substantial
but not complete dependence between rotation and latent components. The largest contribution was found for
component zs with |fs| = 14.23.

To formalize the contribution of each component to the variability of the rotation angle, normalized squared
coefficients were computed:

pj = i
T X bR
representing the fraction of explained variance per component. The corresponding p; values are provided in
Table 2.
Table 2
Latent component contributions to rotation regression for d = 7
Component z; Contribution p; (%)
Z 932
7 4.43
P 21.77
7 5.26
24 1.91
2 40.56
e 16.76

As shown in the table, the main information about rotation is concentrated in three components — z,, zs,
and z, — whose combined contribution exceeds 80%. This suggests that removing these components should
effectively eliminate orientation information while minimizing the loss of semantic content. This approach will be
further tested in subsequent subsections, particularly during image reconstructions.

To evaluate the influence of rotation-sensitive components on image structure, reconstructions were
performed in two ways: based on the full latent representation z and based on the cleaned representation z,, from
which components z,, zs, and zg — most correlated with the rotation angle — were removed.

Figure 2 shows examples of such reconstructions. In each row, the left column shows the input rotated
image xg, the middle column shows the reconstruction from the full vector z, and the right column shows the
reconstruction from z,,. All reconstructions were performed using the same decoder without retraining.

Fig. 2 Examples of reconstructions: left — input rotated image, center — reconstruction from z, right — reconstruction from z,,

The graphical results indicate that reconstructions based on the full latent vector z recover both the general
shape and the orientation of the object. In contrast, reconstructions from the cleaned vector z,,, with rotation-
related components removed, show a loss of geometric orientation information: the object remains recognizable but
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appears less oriented or more generalized in shape. Nevertheless, the distinctive digit shape is preserved in most
cases, confirming that semantic structure is retained after removing orientation features.

It should be emphasized that the cleaned representation does not attempt to explicitly compensate for the
rotation or realign the object along any fixed axis. Instead, the removal of rotation components results in the loss of
specific orientation information, which cannot be recovered by the decoder without access to the removed variables.
This illustrates the effect of achieving rotation invariance at the reconstruction level.

These results visually confirm that the removed components indeed encode information about orientation,
while the remaining latent space primarily encodes the object’s shape and class. More examples will be presented in
the next subsection, where reconstruction under fixed rotation angles is analyzed.

At the same time, the characteristic shape of the digit is preserved in most cases, indicating that the
semantic structure of the representation remains intact after the removal of orientation features. It should be
emphasized that the cleaned representation does not explicitly attempt to compensate for the rotation or to align the
image along any fixed axis. Instead, the removal of rotation-sensitive components leads to a loss of specific
orientation information, which cannot be recovered by the decoder without access to the removed variables. This
illustrates the effect of achieving rotation invariance at the level of reconstruction.

The observed degradation in reconstruction quality after the removal of rotation-sensitive components can
be explained by the fact that these components, in addition to containing orientation information, also partially
encode other features important for accurate image reproduction. Consequently, their removal results not only in the
loss of orientation information but also in a partial reduction of the overall expressiveness of the latent
representation, which affects reconstruction quality.

Consider a hypothetical situation where a single latent component contains all the information about the
image’s rotation, being fully responsible for the object’s orientation. In such a case, removing this component would
eliminate the orientation information without affecting other aspects of the image, such as its shape, structure, or
semantic essence. As a result, the reconstruction quality would remain high, and the object would retain its
recognizability — only without a specific orientation.

These results visually confirm that the removed components indeed encode information about orientation,
while the remaining latent space is primarily responsible for capturing the object's shape and class. The next
subsection analyzes the stability of these results across different latent space dimensionalities.

To test the generalizability and robustness of the proposed approach, a series of experiments was conducted
for different latent space dimensions d € {3,4,5,6,7,8,9,10}. For each value of d, a Conv-VAE model was trained
from scratch, and all methodological steps were applied sequentially: regression 68 ~ z, identification of rotation-
sensitive components, formation of the cleaned representation z.,,, classification, and image reconstruction.

The classification results are presented in Table 3 in the form of normalized accuracy (relative to the full
latent vector z). As shown, the removal of rotation-sensitive components leads to some loss in accuracy in each
case; however, the loss is never critical. For smaller dimensions d, the losses are larger, which can be explained by
the smaller capacity of the space and the higher relative contribution of rotation information.

Table 3.
Normalized classification accuracy for different latent space dimensions d
d Accuracy z (normalized) Accuracy z.., (normalized)
3 1.000 0.766
4 1.000 0.859
5 1.000 0.796
6 1.000 0.675
7 1.000 0.704
8 1.000 0.789
9 1.000 0.839
10 1.000 0.814

The values of the coefficient of determination R? for the regression of the rotation angle 6 onto the full
vector z remained stable within the range [0.47,0.53] across all d. This confirms the consistency of the geometric
signal within the latent representation. In all cases, the rotation-sensitive information was concentrated in 2—3 latent
components with the highest regression coefficients. The proportion of preserved information after cleaning
correlated well with the classification accuracy based on z,.

Thus, the effects of removing orientation features are stable across different latent space dimensionalities
and are not artifacts of the choice of d. This supports the generalizability of the invariant representation method and
its applicability to a wider range of tasks.

Discussion
The obtained results confirm the main hypothesis of this study: within the latent space of a variational
autoencoder, there exists a subspace responsible for the geometric orientation of an object, specifically its rotation
angle. Identifying such rotation-sensitive components using linear regression and subsequently removing them
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enables the construction of a latent representation that exhibits invariance properties with respect to the action of the
group SO(2). Experiments demonstrated that this structure of the latent space consistently emerges across different
latent dimensions d, with the geometric information concentrated in only 2—3 components, making the task of
detection and removal interpretable.

The comparison between the full latent representation z and the invariant variant zs.m showed that even after
the removal of several key components, classification accuracy decreased only partially. According to the data
presented in the tables, the performance loss rarely exceeded 25-30%, and in some cases, remained within the
bounds of statistical error. This indicates that the remaining components of the latent vector predominantly contain
semantic information that is weakly dependent on the object’s orientation. Visual reconstructions confirmed that
objects lost specific geometric orientation features but retained their recognizable shape. Compared to approaches
like TARGET-VAE or Spatial-VAE, the proposed method offers several advantages. It does not require
modification of the network architecture, introduction of additional regularizers, or use of group convolutions as in
works employing equivariance. Instead, the method relies on a simple empirical procedure of latent space analysis
after training, making it compatible with any VAE variants, including B-VAE or INR-based models.

Despite its simplicity and effectiveness, the proposed approach has several limitations: (i) the rigid zeroing
of rotation-sensitive components can distort the structure of the latent space and degrade the quality of generated or
reconstructed images; (ii) the method does not guarantee full rotation invariance, as residual orientation-related
information may remain in other components; (iii) the current approach is specific to rotation invariance and does
not directly address other geometric transformations such as scaling, translation, or perspective changes;
generalization would require extension to larger symmetry groups (e.g., SE(2), SIM(2)); (iv) removing components
without considering their interactions with other latent variables may lead to unintended loss of useful information
beyond rotation features.

Nevertheless, the method demonstrates high efficiency in tasks where rotation invariance is a desirable
property. It can be applied as a preprocessing step in classification, clustering, or latent space analysis pipelines.
Moreover, the proposed approach enables better interpretability of the internal structure of VAE models and serves
as a foundation for further research in the direction of automatic extraction and segmentation of factors of variation.

Conclusions

In this study, a method for constructing an invariant latent representation of images, insensitive to rotations,
was proposed. The approach is based on an empirical analysis of the latent space of a convolutional variational
autoencoder (Conv-VAE) and involves building a linear regression of the rotation angle 6 on the components of the
latent vector z, followed by the removal of the most rotation-sensitive features. The method does not require any
architectural modifications or the use of special regularizers, making it universal and suitable for integration with
various types of deep learning models.

Scientific novelty — For the first time, it has been demonstrated that geometric information about an
object's orientation can be successfully localized in a few latent components, identified through a simple regression
model. An effective procedure for removing such components has been proposed, allowing the construction of
representations that are approximately invariant to the action of the SO(2) group without additional architectural
complexity.

Achieved results — Experiments on the modified (rotated) MNIST dataset showed that classification
accuracy using the cleaned representation zg,, decreased by no more than 25-30% compared to the full latent
representation, across latent space dimensions d € [3, 10]. For example, at d = 7, normalized accuracy decreased
from 1.000 to 0.704. The object’s shape was preserved after removing rotation-sensitive components, while
orientation information was visually neutralized. The method consistently localized geometric factors in 2-3
components and demonstrated stability across varying latent space dimensions.

Practical significance, limitations, and future prospects — The method can be applied in tasks where object
orientation is random, variable, or hinders precise analysis, such as in biomedical imaging, quality control, visual
inspection, and natural scenes. However, several limitations should be noted: (i) some residual rotation information
may remain in the cleaned latent representation; (ii) the rigid zeroing of components can reduce reconstruction
quality and generative capability; (iii) extension to more complex transformations (e.g., scale, translation) requires
further development. Future work could focus on generalizing the approach to other symmetry groups (e.g., SE(2)),
developing softer mechanisms for information removal (e.g., orthogonal projections), and applying the method
under unsupervised learning conditions or in combination with implicit neural representations (INRs).
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SYSTEM FOR CYBERSECURITY EVALUATION OF CORPORATE NETWORKS

In the context of rapidly increasing cyber threats and the growing complexity of corporate IT infrastructure, ensuring a
reliable and proactive approach to cybersecurity is becoming critically important for organizations of all sizes. Traditional
cybersecurity assessment methods often fail to keep up with the dynamic nature of emerging threats — necessitating the
development of more adaptive and intelligent evaluation systems. This article presents a comprehensive modular system for
assessing the cybersecurity level of corporate networks — offering a holistic view of the security landscape by integrating both
technical and organizational indicators.

The proposed system utilizes self-organizing analytical methods to dynamically process large volumes of data related to
vulnerabilities, configuration states, and network behavior patterns. Through intelligent algorithms and adaptive learning, the
system is capable of autonomously detecting anomalies, evaluating potential attack vectors, and correlating threats with the
network’s weak points. Additionally, the inclusion of organizational factors — such as policy compliance, user behavior, and access
structures — enables a more contextual and in-depth risk assessment.

A key advantage of the system is its ability to perform real-time monitoring and dynamic risk evaluation — empowering
decision-makers to take informed actions in response to incidents. The system’s architecture supports scalability and compatibility
with existing security tools and network management platforms.

To validate its effectiveness, the system was implemented and tested in a simulated corporate environment reflecting
modern structural and operational challenges. The experimental results confirmed its capability to identify vulnerabilities, prioritize
responses, and enhance overall cyber resilience.

This research contributes to the advancement of next-generation cybersecurity assessment tools — ensuring the
continuous improvement of corporate defense mechanisms in an ever-changing cyber landscape.

Keywords: Corporate networks, distributed systems, cybersecurity

PAMCBKWH Irop, IPO3]1 Annpiii, TUT'VH Onekciii

XMeNnbHUIBKUI HAllIOHAILHUIN YHIBEPCUTET

CUCTEMA OINIHIOBAHHS KIBEPBE3IIEKH KOPIIOPATUBHUX MEPEK

Y KOHTEKCTi CTDIMKOro 3pOCTaHHs KIOEP3arpo3 Ta 3POCTaroqoi CKAaAHOCTI  KoprnopatvBHOI  IT-iH@pacTpyKTypu
3ab6e3reyeHHs] HaalMiHoro Ta fpoaKTUBHOMO MiAxXoay A0 Kibepbe3neku CTac KpUTUYHO BaX/MBUM A715 OpraHi3auivi 6yAb-sKoro
maclTaby. TpaguuiviHi METOAN OLIHIOBaHHS KIGEPOE3NEKHU HYacTo HE BCTUIraroTb 33 AMHAMIKOKO 3MIH Y 3arpo3ax, Lo 3YMOBJ/IOE
HEOOXIAHICTL PO3PO6KU GifibLL SAGIMTUBHNX Ta IHTENIEKTYA/IbHUX CUCTEM OLIHKA. Y LI CTaTTi MPEACTAB/IEHO KOMIT/IEKCHY MOAY/IbHY
cucTemy [U18 OUIHKU DIBHS KIGEPOE3NEKV KOPIOPaTUBHUX MEPEX, SKa 3abe3reqye UiticHe 6adeHHs 6e3reKoBoi” cuTyauii LWisxom
IHTErpawii Sk TEXHIYHUX, TaK [ OPraHi3aLVIHUX TOKa3HUKIB.

S3arporioHoBaHa cucTtemMa BUKOPUCTOBYE CAMOOPIraHi3yrodi aHanituqyHi MeTogm U1 AUMHaMIYHOI 06pobKu BE/MKUX 0OCSriB
JaHux rpo BPaMBOCT], KOHQIrypauiviHi CTaHu Ta OBEJIHKOBI OCOG/IMBOCTI MEDEXI. 3aBASKH [HTENEKTYASIbHUM a/ITOPUTMAM Ta
a4anTUBHOMY HABYAHHIO CUCTEMA 34aTHa aBTOHOMHO BUSIB/ISITU 3HOMAJT, OLIHIOBATH MOTEHUiVHI BEKTOpM atak i criiBBiaHOCUTH
3arpo3u 3 BPaIMBUMKN MICLSIMU CUCTEMN. [JOAATKOBO, BPaxyBaHHS OpraHizaLiviHnx @aktopis — Takux SK BIAMOBIAHICTb MO/ITUKaM,
10BELIHKA KOPUCTYBa4is 1a CTPyKTypa AOCTyrly — 3abe3rieyye bi/ibLL KOHTEKCTYasIbHy Ta I/IMOOKY OLiHKY PU3NKIB.

OfHIEN 3 KIIOYOBUX TEPEBAI CUCTEMU € MOXIIMBICTE 3AIMICHEHHS MOHITOPUHIY B DEAbHOMY Yaci 1a AWMHaMIYHOI OLjiHKY
DU3MKIB, 14O [O3BOJISE KEPIBHUKAM MPUIMaTV OBrpyHTOBAHI PILLIEHHS A/1S CBOEYACHOIO PEaryBaHHs Ha IHUMAEHTU. ADXITEKTypa
cucTemu NeEpPesBbayae MacliTaboBaHiCTh | CyMICHICTb 3 ICHYHOYMMYU 3aCO6aMU 3aXUCTY Ta M/1aTQopMamMu YiipassiiHHI MEPEXKES.

AN MiATBEPAKEHHS €PEKTUBHOCTI cucTema b6y/ia peasizoBaHa Ta fpoTECTOBaHA y MOAEOBaHOMY KOPropaTuBHOMY
cepegoBuLl, 1o BIAOGPAXAE CyYaCHI CTPYKTYPHI Ta ONepauiviHi BUKIMKN. Pe3ysibTatv eKCrIEPUMEHTY TMIATBEPAWM i 34aTHICTb
BUSIB/ISITU BPA3/MBOCTI, BU3HAYaTH ITPIOPUTETH PEAryBarHHs Ta 3MILHIOBATY 3ara/ibHy KIOepCTIviKICTb.

Le JOCTimKeHHS] pobrTs BHECOK Y PO3BUTOK [HCTPYMEHTIB OLIHIOBAHHS KIGEpOE3reku HOBOro 3abesneyytoydn MnocTiviHe
BAOCKOHA/IEHHS KOPIIOPaTUBHNX MEXAHI3MIB 3aXVNCTy B yMOBax MIH/IMBOIO KIOEPCEPEAOBMLYA.

KIT040Bi C/10Ba. KOpriopaTvBHIi MEPEXI, PO3MOAINEHI CUCTEMY, KIOEPOE3EKA.

Introduction

In today's digitally interconnected world, corporate networks have become critical infrastructures that
support core business operations, data exchange, and communication processes. As organizations increasingly rely
on complex information systems, the potential attack surface expands, exposing networks to a broad range of cyber
threats. These threats — ranging from malware and ransomware to advanced persistent threats and insider attacks —
continue to grow in sophistication, frequency, and impact. Consequently, ensuring the cybersecurity of corporate
networks has evolved from a technical challenge into a strategic necessity for maintaining operational continuity,
protecting sensitive data, and preserving stakeholder trust.

Traditional cybersecurity assessment methods often rely on periodic audits, rule-based monitoring, or
reactive measures that are insufficient in addressing modern, dynamic threat landscapes. Static approaches fail to
capture real-time changes in network topology, user behavior, or system configurations, limiting their effectiveness
in identifying and mitigating emerging threats. Furthermore, many existing solutions focus primarily on technical
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vulnerabilities while neglecting the organizational and procedural factors that also influence the overall security
posture.

To address these limitations, there is a growing need for adaptive, comprehensive systems capable of
continuously evaluating the cybersecurity state of corporate networks. Such systems should integrate both technical
and organizational indicators, provide real-time insights, and support proactive risk management strategies.

This article presents a novel system for cybersecurity evaluation designed specifically for corporate
networks. The system incorporates self-organizing analytical methods to interpret vulnerability data, configuration
states, and behavioral patterns across the network. It enables real-time monitoring, dynamic risk assessment, and
prioritization of mitigation efforts based on contextual analysis. The architecture is modular and scalable, allowing
for seamless integration into diverse IT environments.

The following sections describe the system's design and implementation, followed by an evaluation of its
performance within a simulated enterprise environment. The results demonstrate the system's ability to enhance
situational awareness, support decision-making, and improve the overall cybersecurity resilience of corporate
networks.

Related works

Assessing cybersecurity in corporate networks requires sophisticated methods for detecting and responding
to various threats. Modern corporate networks function as distributed systems with partial centralization, where
decision-making on malware detection is structured as a decentralized subsystem. The use of characteristic
indicators and analytical models allows the system to evaluate the constituent states and determine the
corresponding reactions. Among the existing approaches, there is one that combines several methods for detecting
malware, treating system components as integral sensors [1][2].

Ensuring resilience to cyberattacks, particularly botnets, is a critical aspect of cybersecurity assessment.
The reviewed literature provides an example of a self-adaptive system for reconfiguring corporate networks based
on security scenarios obtained as a result of cluster analysis of network traffic features. Using a semi-supervised
fuzzy c-means clustering approach, the system detects cyber threats and selects security strategies to mitigate botnet
attacks, increasing network resilience [3]. Another three-tier botnet detection system model provides the ability to
identify both known and unknown botnets by combining host-level Bayes classification with network-level
extensions. This approach allows for efficient exchange of information in a distributed system and has demonstrated
promising results in the accuracy of botnet detection [4].

Distributed denial-of-service (DDoS) attacks are another major cybersecurity issue, especially in software-
defined networks (SDNs). To detect and mitigate these attacks, a machine learning-based framework has been
developed that uses the Support Vector Classifier and the Gradient Boost Classifier (SVC-GBC). With 99.4%
accuracy, this hybrid approach significantly improves SDN security by refining detection granularity and
strengthening defense mechanisms [5]. In addition to intrusion detection, anomaly detection in distributed systems
remains a challenge due to complex dependencies between system logs. A deep learning-based Time Logical
Attention Network (TLAN) has been introduced to model both time series patterns and logical dependencies,
improving anomaly detection performance while reducing false signals [6].

The reliability of cybersecurity assessments in distributed systems is further enhanced by failure detection
mechanisms. These mechanisms monitor the activity of nodes to identify faults and increase the fault tolerance of
the system. Systematic analysis of fault detectors in distributed environments highlights their role in ensuring the
reliability of services by solving matching and failure problems [7]. Log-based anomaly detection (LAD) also plays
an important role in cybersecurity assessment, using system logs to identify potential threats and service anomalies.
The overall structure of LAD for distributed systems includes logging grouping and feature mining to improve
detection efficiency, demonstrating its applicability in real-world distributed environments [8].

In addition, privacy issues in distributed computing require robust security systems. The study of privacy in
distributed systems focuses on the risks associated with data evaluation and information tracking, emphasizing the
relevance of zero-trust security models for the secure implementation of systems in cloud architectures [9]. As the
complexity of distributed systems continues to grow, effective system audit mechanisms that combine advanced
analytics and artificial intelligence are becoming important for vulnerability monitoring and improving security [10].

These advances together contribute to the creation of a comprehensive cybersecurity assessment system
that ensures the resilience of corporate networks to evolving threats. Cybersecurity assessments in corporate
networks should address issues related to reliability, anomaly detection, and compliance with security policies. The
zero-trust security model emphasizes the need to validate on-premises servers on corporate intranets, however,
existing certification methods remain unavailable to small organizations due to cost and complexity. This gap leads
to dependence on self-signed certificates, increasing vulnerability to impersonation and unauthorized access, which
ultimately violates the principles of zero trust [11]. To improve the detection of security threats in large-scale
distributed systems, a federated approach based on learning has been proposed, integrating multimodal large
language models. This system handles a variety of data sources, achieving 96.4% accuracy while maintaining data
confidentiality and computational efficiency, demonstrating significant improvements over traditional detection
methods [12].
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Anomalies in distributed systems pose significant risks due to time delays and deterioration in data quality.
A deep learning-based real-time data quality assessment system has been implemented, which uses adaptive neural
networks and parallel processing to provide scalable, low-latency anomaly detection. Evaluations on large-scale
datasets confirm the system's effectiveness in maintaining high detection accuracy when processing more than 1.2
million events per second [13]. In cloud computing environments, optimizing resource allocation is critical to
maintaining efficiency. Machine learning-based approaches, combining deep learning and genetic algorithms, have
been developed to improve resource planning, addressing issues such as load imbalances and low utilization [14].

Further advances in distributed computing focus on accountability, leadership selection, and safe
randomness generation. The framework for accountable and reconfigured distributed systems enables seamless
adaptation in response to failures using lattice agreement abstraction. In addition, innovative cryptographic protocols
improve leadership elections on partially synchronous blockchains, improving consensus mechanisms and system
resilience [15]. As distributed systems increasingly rely on log-based monitoring to assess security, the reliability of
deep learning models against malicious attacks is a growing concern. A new attack method, LAM, manipulates
streaming logs to avoid detecting anomalies, highlighting the need for enhanced security measures against
adversarial manipulation [16].

Security policies in distributed systems also need to be flexible and validated in different implementations.
A language-independent policy review system ensures compliance with security policies by analyzing I/O behavior
instead of relying on programming language restrictions. Evaluations demonstrate its applicability in real-world
protocols, which reinforces the need for adaptive security policies [17]. Blockchain technology also contributes to
cybersecurity by increasing the transparency and security of data in distributed governance systems. However,
issues such as scalability and interoperability must be addressed in order to fully exploit the potential of blockchain
to protect sensitive data [18]. Finally, advances in deep learning to detect anomalies in distributed system logs
introduce models that integrate global spatiotemporal features, greatly improving the accuracy of detecting security
threats in complex environments [19]. These changes combine to contribute to the reliability and effectiveness of
cybersecurity assessments in corporate networks.

Cybersecurity assessments in corporate networks must constantly adapt to changing threats and
technological advancements. Distributed systems and computational approaches, including blockchain technology
and distributed ledgers, offer significant potential to improve financial crime prevention and cybersecurity by
increasing transparency and reducing fraud risks. However, issues such as regulatory compliance, interoperability,
and integration with existing infrastructures must be addressed to maximize these benefits [20]. A proactive
approach to security is essential in distributed environments, and the integration of DevOps methodologies enhances
security by embedding threat detection into the development lifecycle, automating monitoring, and using behavioral
analytics to detect anomalies in real-time. This strategy contributes to the formation of a culture of shared
responsibility for safety and compliance with legal standards [21].

The diversity of systems is another key factor in improving the reliability and security of distributed
communication networks. Analytical models based on tension-force analysis quantify these improvements,
providing valuable information about the stability of the system [22]. In the context of intelligent distributed systems
(SDS), ensuring data security and interoperability is critical for the seamless exchange of information between
industries such as healthcare, utilities, and supply chains. Setting global security standards can provide a framework
for authentication, collaboration, and protection against cyber threats in SDS environments [23]. The growing
integration of IoT with cloud computing introduces new vulnerabilities, requiring a comprehensive security
framework that increases resilience to cyber threats while maintaining scalability and adaptability in distributed
environments [24].

Data privacy remains a major concern, especially in areas such as education and healthcare. Distributed
computing offers improvements in security and response times, however, centralized platforms often outperform
distributed systems with privacy-preserving techniques such as k-anonymity, t-proximity, and pB-probability.
Comparative analysis of these approaches reveals trade-offs in runtime, memory requirements, and suppression
levels [25]. In healthcare, foggy computing is a promising solution for real-time patient monitoring, but security and
privacy concerns must be addressed through encryption, access control, and data analysis techniques that preserve
privacy [26]. Risk assessment in distributed information systems requires a dynamic, multi-layered approach that
integrates quantitative, qualitative, and hybrid methodologies, using security metrics for accurate and reliable
cybersecurity assessments [27].

Cybersecurity threats in smart networks highlight the importance of advanced threat detection mechanisms.
Traditional supervised learning methods for detecting cyberattacks require a variety of training datasets that may not
always be available. Unsupervised data mining approaches, especially for detecting false data attacks (FDIA), offer
a more efficient alternative, relying solely on conventional event data to train detection models. Comparative studies
demonstrate that unsupervised algorithms are superior to supervised and deep learning methods in detecting
unknown attack patterns, increasing cybersecurity in smart grid infrastructures [28].

These advances combine to strengthen cybersecurity assessment systems in corporate networks, ensuring
resilience to sophisticated cyber threats. Cybersecurity assessments in corporate networks should include advanced
cryptographic techniques to reduce the risks of data breaches in distributed environments. Cloud cryptography plays
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a crucial role in protecting data storage and transmission through the use of encryption mechanisms, intrusion
detection systems, and firewalls. These technologies strengthen data protection in cloud-based distributed systems,
preventing unauthorized access and infiltration of malware [29]. With the expansion of cloud and edge computing,
Al-powered forensic tools have become effective solutions for detecting and mitigating the effects of cyber
incidents in real-time. Machine learning and deep learning techniques improve forensic analysis by improving
scalability, accuracy, and response time when detecting cyber threats in distributed systems [30].

The function for evaluation fo cybersecurity of computer stations
Let's set two functions to assess the level of network security, where the first will reflect the likelihood of
significant interference of an attacker in any critical component of the network.
First, let's define the vulnerability of a component as the probability of its compromise regardless of the rest
present in the network. Corresponding formula is:

V=wsS+ wp(l—P)+wyU, (1)

where S is the software vulnerability level in range [0,1], P is the effectiveness of cybersecurity policies in
range [0, 1], 1 standing for maximal security, U — probability of compromise due to a human error, wg, wp, Wy are
the weight coefficients.

Let's reveal the components of the formula further. P should be defined by cybersecurity professionals
independently on a case-by-case basis, as different organizations have different approaches to setting up appropriate
processes. In the context of this work, we will determine U according to the frequency of phishing attacks and other
situations of compromise of network users in its history. S will be determined by the formula

_ vNe CVSSk
S= Zk:]_ Wy * 10 °

2

where N, is the total number of vulnerabilities on the node, CVSS), is the assessment of the criticality of the
k-th vulnerability on the CVSS scale (from 0 to 10), wy, is the weighting coefficient, which determines the impact of
each vulnerability.

Vulnerability search for S calculation can be organized using vulnerability scanners. Thus, the formula for
the vulnerability of one component independently of the rest of the network:

_ Ne CVSSy
V = ws Zkzl Wi * =~

+ (J)P(l_P)‘I'qu, (3)
It should also be borne in mind that the compromise of one host in the network also endangers other
components of the network. To do this, we will specify a formula to determine the probability of compromise of

host j if host i was compromised:
Gij = wrTy; + wp(1 — Fj) + w, (1 — L), 4

where Tj; is the the level of connection openness normalized in the range [0,1], where 1 means a fully open
channel and 0 is a fully isolated connection, F;; is the effectiveness of firewalls and traffic filtering (from 0 to 1,
where 1 means maximum protection), L;; is the encryption level (0 to 1, where 1 means full encryption and 0 means
fully open traffic).

Let's put these two formulas together to determine the probability of its compromise for each host and,
accordingly, calculate the chance of compromise of any of the important hosts.

¢s =TI (1= Vo) * TT-a(1 - ViR, 5)

where CS is the overall level of cybersecurity in the corporate network, M is the number of important
network components, a is the list of important network components.

These formulas are based on comprehensive mathematical modeling that adequately accounts for both the
internal characteristics of each host and the interdependencies between them. The vulnerability level of each node V
is determined by three key parameters: software vulnerabilities S, the effectiveness of security policies P, and the
probability of compromise due to human factors U. This structure aligns with modern cybersecurity threat analysis
practices, where most incidents stem not only from technical flaws but also from social engineering and imperfect
security administration. The use of weighting coefficients enables the model to reflect the relative importance of
each factor in a given context, making the evaluation adaptable to the specific conditions of the network.

Further modeling of the probability of attack propagation across the network through the function G (i, j)
captures the probabilistic nature of inter-node interaction, where the risk of transmission depends on parameters
such as connection openness, firewall effectiveness, encryption levels, and anomaly detection capabilities. This
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formula is crucial, as it accounts for not only the vulnerability of individual components but also their potential
influence on other nodes—an essential distinction from traditional approaches that treat hosts in isolation.

The final stage involves the calculation of the overall cybersecurity level of the network CS, which is
derived by combining all obtained V and G values. The formula for CS implements a multiplicative scheme that
accurately reflects the cumulative nature of risks: even if a single host is highly vulnerable and located in a poorly
protected segment, it can impact the security of the entire system. This approach allows for the estimation of the
probability of a successful attack not only on isolated components but on critical infrastructure as a whole.

Taken together, the proposed formulas are not only mathematically sound but also effective in addressing
the task of constructing a comprehensive cybersecurity evaluation model for corporate networks. They provide a
high degree of accuracy, adaptability to changes in system configuration, and the ability to tailor to specific threats
and architectures, making the proposed methodology universally applicable across a wide range of practical
implementations.

Practical implementation of the system

The method for synthesizing self-organizing systems for cybersecurity assessment of computer stations is
based on constructing a system capable of real-time monitoring of the corporate network and individual computer
stations. It continuously collects relevant metrics and computes a cybersecurity evaluation function. The central
element of this system is a function that reflects the current level of protection of the information infrastructure,
taking into account numerous interdependent factors. This function should be formed based on aggregated indicators
of system process activity, configuration integrity, network connection status, and the degree of vulnerability
derived from known technical software characteristics and the enforcement level of access control policies.

To deploy the evaluation system, an initial configuration of coefficients and values is required—parameters
that cannot be accurately assessed using purely technical methods. Let us now consider Formula 3, which calculates
the vulnerability of each individual computer in the network:

Ne

V=ws ) wg*CVSS, + wp(1 —P)+ wyU

k=1

In this formula, the weighting coefficients wg, wp, wy, as well as the values of P and U under ideal
circumstances, should be determined by cybersecurity experts for each specific case of a corporate network. This
approach assumes individual customization of the evaluation system, taking into account the architecture's specifics,
the types of information assets, the organizational structure of the enterprise, as well as the potential attack vectors
characteristic of a particular industry or region. Alternatively, the following values for the weighting coefficients are
proposed:

Network Scenario [N wp wy
Techno-centric organization 0.7 0.2 0.1
Institution with a bureaucratic structure 0.2 0.5 0.3
Company under active phishing conditions 0.3 0.2 0.5

Similarly, the values P and U should also be determined by cybersecurity experts (ideally) based on an
audit that demonstrates the network's security policies comply with the latest standards and that personnel are
knowledgeable and proficient in computer usage. Alternatively, the value of P can be roughly estimated based on
components such as the existence of documented security policies, the currency of the policies, access control,
password management, and incident response. Likewise, the value of U can be approximated based on other factors
and historical data: the frequency of phishing incidents over the past year, the level of personnel awareness
(tests/surveys), the availability of regular training, incidents of password/access loss, and the results of social
engineering simulations.

To determine the remaining values in the formula (wy, N,, CVSS,) specialized software and additional
resources are required. To obtain CVSS,, it is recommended to use the OpenVAS vulnerability scanner. This is a
free and open-source software — which ensures there is no misuse of network access by the developers — provided
that changes to the open code are regularly reviewed. For the cybersecurity evaluation system to function properly,
it is necessary to regularly run vulnerability scans on the computer. As a result of these scans, the program generates
a report, and the CVSS values extracted from it will be used for further calculations.

To determine wy, N, , it is proposed to use daily updated data from the Exploit Prediction Scoring System
(EPSS) model. This is a system that estimates the probability that a specific vulnerability will be exploited in the
real world within the next 30 days. Data can be obtained via API or by downloading reports in CSV format. Each
row in the file is a triplet: CVE (vulnerability identifier), EPSS (probability of exploitation), Percentile (probability
percentile for the given vulnerability). N, will be taken as the number of vulnerabilities in the EPSS report, and wy, —
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EPSS), , normalized in such a way that the sum of all values equals one. In this way, the weight of a vulnerability
will be proportional to the probability of encountering it.
Let us consider formula 4:

Gij = wrTij + wp(1 = Fj) + 0 (1 — L) + wp(1 — Dyj),

where Tj; is the level of openness within the range [0, 1], Fj; is the effectiveness of firewalls and traffic
filtering within the range [0, 1], L;; is the level of encryption within the range [0, 1], D;; is the level of anomaly
detection within the range [0, 1], wy, wg, w;, wp — the weighting coefficients.
The weighting coefficients wr, wp, w;, wp should be defined by the CISO (Chief Information
Security Officer) or a security analyst. For example, in a cloud environment with many open ports but strong
encryption — more weight should be assigned to wr, and less to w;, whereas in an environment without IDS/IPS
(Intrusion Detection/Prevention Systems) — wp should be increased.
This can be implemented in the form of a risk profile table:

Scenario wr [ W wp
Cloud infrastructure 0.1 0.5 0.2 0.2
Corporate local network 0.1 04 0.3 0.2
Minimal access control 0.1 0.2 0.1 0.4
It is also necessary to define Tjj, Fyj, L;j, D;;. Let us calculate Ty;:
=N
Ty =3 (.1

where N, is the number of open ports excluding standard encrypted ones (e.g., HTTPS), and N, is the
maximum allowable number of open ports, typically set to 10.

Let us calculate F;;. This is done through periodic active testing — by generating requests that simulate
malicious traffic. It is recommended to use the open-source tool hping to generate such traffic. The formula is:

F.. = Ngailed 4.2
13

j — 9
J Ntests

where Nfgjjeq is the number of malicious test requests that were not blocked during testing, and Nieges — is
the total number of tests conducted.

Let us calculate L;;. It is proposed to use the tool SSLyze to scan network connections and assess the
strength of encryption. Based on the scan results, a numerical value can be estimated for use in formula (4). Since
TLS 1.3 is currently considered the most secure transport layer encryption protocol, it is rated as L;; = 1. SSL,
being outdated and known to contain vulnerabilities, is rated as L;; = 0. . For intermediate values, we assign L;; =
0.7 for TLS 1.2 and L;; = 0.3 for TLS 1.1.

Results of the experiment

To evaluate the effectiveness of the proposed model, an experiment was conducted that simulates the
operation of the implemented cybersecurity assessment system under conditions close to a real-world environment.
The testing involved simulating the activity of network nodes over the course of one week with an hourly time step.
During the experiment, dynamic updates of input parameters were implemented — these parameters influence the
vulnerability level of individual computers and the probability of their compromise as a result of interaction with
other nodes in the network.

The model components responsible for forming the vulnerability and compromise probability functions
were manually configured based on assumptions about the typical characteristics of an organizational IT
environment. In particular, the weight coefficients for the technical, policy-related, and human vulnerability
components were set according to conditionally prioritized security concerns. Similarly, the weights for traffic,
filtering, encryption, and network remoteness parameters were chosen to reflect the characteristic risks of network
intrusion through interactions between individual computers. The values of the manually configured parameters are
as follows: wg = 0.7, wp = 0.2, wy = 0.1, wy = 0.1, wr = 04, 0w, = 03, wp, = 02,P = 09,U = 0.1.
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As part of the experiment, isolated peak deviations were manually introduced for critical nodes — computers
No. 1-3, — simulating episodic increases in risk level. These peaks were implemented by artificially adding a
noticeable number of high-rated technical vulnerabilities, equivalent to a situation where a new set of critical
vulnerabilities is discovered on a specific host, for example, due to a missed update or newly identified software
flaws. As a result, there were short-term but sharp increases in the V indicator, which are clearly visible in Fig. 1-3.
Fig. 4-5 show vulnerability chart with no serious peaks.

The chart of the overall cybersecurity level CS (Fig. 6) serves as a key analytical tool that enables a
comprehensive assessment of the security situation within the network, taking into account both the local
characteristics of individual nodes and the impact of inter-node interactions. The construction of this indicator is
based on integrating the vulnerability assessments of critical computers with the probabilities of their compromise
by other elements of the system. This approach provides a multidimensional view of risks, allowing not only for
isolated evaluations of individual hosts but also for tracking systemic dependencies and potential attack chains.

This chart holds particular value from the perspective of real-time monitoring — it makes it possible to
identify critical time intervals during which a sharp decline in the security level is observed, and to correlate these
changes with specific hosts exhibiting increased vulnerability or an escalating threat of compromise. In combination
with the V; graphs, which provide detailed insight into the sources of these changes, the CS graph enables the
operator to instantly assess the overall network situation, localize problem areas, and take timely measures to
eliminate vulnerabilities or reduce the risk of attack propagation.

Thus, CS visualization serves as an effective real-time decision-making mechanism, which is especially
important in the context of a rapidly changing threat landscape. Its integration into the security management system
significantly enhances the response speed and the rationality of actions taken by the administrator or automated
defense systems.

Conclusions
The proposed system for cybersecurity evaluation of corporate networks effectively integrates technical,
organizational, and human factors into a comprehensive framework. By employing adaptive mathematical modeling
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and real-time data analysis, it provides an accurate, dynamic assessment of a network's security posture. The
approach's strength lies in its flexibility—allowing parameter customization based on the specifics of an
organization—and its capability to evaluate not only isolated vulnerabilities but also interdependencies between
network nodes. Experimental implementation demonstrated the model's practical applicability and its usefulness for
identifying weak points, prioritizing response measures, and enhancing decision-making in security management.
This system represents a significant step forward in proactive cybersecurity assessment, offering organizations a
scalable and intelligent tool to fortify their digital infrastructure against evolving threats.
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IDENTIFICATION OF SOUNDS BASED ON THE HILBERT-HUANG TRANSFORM
FOR THE TASK OF DETECTING UAVs

The article discusses the application of Hilbert-Huang transform (HHT) for automatic identification of acoustic signatures
of unmanned aerial vehicles (UAVs) in complex urban environments. HHT, which combines empirical mode decomposition and
Hilbert spectral analysis, was chosen for its ability to adaptively describe the nonlinear and non-stationary signals characteristic of
propeller-driven drone noise. The methodology involves preprocessing raw audio data using a fifth-order Butterworth high-pass
filter with a cutoff frequency of 120 Hz to suppress low-frequency vibrations from traffic and wind. Each three-second segment is
further segmented into 30-millisecond frames with 10 ms hop (= 33 % overlap), giving sufficient temporal resolution while
preserving quasi-stationarity. Each frame is pre-whitened using a discrete cosine transform. the energy spectrum is smoothed,
emphasizing local propeller harmonics. This is followed by HHT, resulting in an analytical signal whose instantaneous frequency and
amplitude significantly improve the detection of high-frequency microstructures. 13 MFCC coefficients are calculated from the
modified signal; to reduce the dimensionality and sensitivity to random fluctuations, they are averaged across all frames, resulting
in a compact 13-dimensional description of each audio recording. The experimental corpus contains 1,332 samples of the yes_drone
class and 9,283 samples of the unknown class, recorded at a sampling rate of 16 kHz. A two-layer perceptron with 64 and 32
neurons was used for training, which uses RelLU activation and ends with a sigmoid node that generates the probability of a signal
belonging to the "drone” class. The parameters were optimized using the Adam method with a batch size of 16 and early stopping
due to validation loss. On the held-out test subset, the model achieves an overall accuracy of 0.94; yes drone recall is 0.83, and
unknown F1 is 0.96, giving false-alarm performance comparable to the MFCC + SVM baseline. The HHT remains competitive with
deep CNNs in accuracy while running far faster: processing a 3-s file takes ~ 0.15 s on one CPU core, making the method suitable
for low-power embedded platforms. Sensitivity analysis confirmed that the 30 ms / 10 ms framing and the 120 Hz (relatively hard)
cut-off strike the best balance between capturing propeller harmonics and rejecting background noise. These findings demonstrate
the viability of HHT as a compact alternative to resource-intensive deep networks and highlight its advantage over the slower EEMD
+ Hilbert-spectrum baseline.

Keywords: Hilbert—Huang Transform, UAV acoustic detection, drone sound classification, MFCC, non-stationary signal
analysis, lightweight neural networks

BEPECTOBA Mapis, MOPO3 Bononumup

OpnechKuil HALIOHANBHUI YHIBEPCUTET

IJEHTU®IKALIA 3BYKIB HA OCHOBI IEPETBOPEHHSA I'lVIBBEPTA-XYAHI'A
JJIA 3AJAYI BUSBJIEHHS BIIJIA

Y poboTi JOC/IKYETLCS 3aCTOCYBarHHs NepeTBoperHs nbbepta—Xyarra (HHT) 4715 3a4a4i aBTOMatnyHOI iaeHTu@ikawii
aKyCTUYHUX CUrHaTyp 6e3rifioTHux JitanbHux anaparis (BI/IA) y ckiagHomy @oHi micbkoro cepegosuiya. HHT, o roegHye
EMIIpUYHE MOLOBE PO3KNIAAAHHA Ta CREKTPanabHmi aram3 [iibbepra, o6paHo 4epe3 voro 34aTHICTb afanTuBHO OUCyBaTh
HETHIVIHI Ta HECTALIOHAPHI CUrHA/M, BIACTUBI LYMY rBUHTOMOTOPHOI FPYIv ApPOHIB. METOZO/OrA NEPEA6aYaE MONEPEAHIO 06pOOKY
CUPUX ayRI0AaHNX BUCOKOYACTOTHUM QiIbTPOM batTepsopTa rnaroro nopsaky 3i 3pizom 120 [y 4719 npuAYyLLIEHHS HU3bKOYaCTOTHUX
BIBpaLivi AOPOXHBOro pyxy ¥ BITPy. KOXeH TPUCEKYHAHUH BIAPI3OK Aasli CErMEHTYETLCA Ha 30-MC @pevimu 3 kpokom 10 mc (= 33 %
MIEPEKPUTTS), YO 3abe3reqye JOCTaTHIO YacoBy PO3AIIbHY 3AATHICTb [ BOAHOYAC 36EDIrae CTaLliOHapHICTL ycepeanHi BikHa. /o
KOXHOMo @pevima 3aCTOCOBYETLCS [1ONEPEAHE <BUBITIOBAHHS» LU/ISIXOM AUCKPETHOIO KOCUHYCHOIMO MEPETBOPEHHS EHEPreTUYHM
CIIEKTD HIBEJIIOETBCS], AKLIEHTYIOYN JIOKA/IbHI TaPMOHIKYM rponenepiB. [licis Uboro BuKOHyeTbed HHT, 3a rigcyMKoM siKoro
QDOPMYETBCI  aHANITUYHIY  CUTHAT, YuS MUTTEBA YacToTa ¥ amiviiTyda CyTTEBO [IOKPALLYIOTb BUSIB/ICHHS BUCOKOYACTOTHUX
MIKpOCTPYKTYD. I3 MoAgu@ikoBaHOro curHasy obuncioTscs 13 koegilieHTisB MFCC 4719 3MEHLUEHHSI PO3MIDHOCTI Ta 3HYKEHHS
YYT/IMBOCTI O BUIaAKOBUX QUIYKTYaLIMi iX YCEDEAHIOIOTL 110 BCIX hpesiMax, OTPUMYHOYN KOMIIGKTHMM 13-BUMIDHUY OMUC KOXXHOIo
ayaliospaska. EKcriepumeHTaneHmi Kopryc mictute 1,332 cemniis kiacy yes drone 1a 9,283 cemnsis unknown, 3aricaHux 3
qacroTol guckpetuzauli 16 kI'y. /15 HaBYaHHS BUKOPUCTAHO ABOLIGPOBMI TEPCENTPOH i3 64 Ta 32 HeypoHamu, 14O 3aCTOCOBYE
ReLU-aktvBauito ¥ 3aBEPLUYETECS CUrMOIGHUM BY3/I0M, SKUH EHEPYE VIMOBIDHICTb HAE/IEXHOCTI CUIHaay A0 K/IAcy <4pOoH».
lTapameTpu onTuMi30BaHo MeTogom Adam ripu 6ary-posmipi 16 1a paHHVi 3yrvHLI 3@ Ba/IAaUIMHON BTPATo. Ha BigxkianeHiv
TECTOBIV MIAMHOXWUHI MOAE/b AOCAra€e 3arasbHoi ToyHocTi 0.94, rnokasHuk recall 4ng yes_drone craHosuts 0.83, a F1-0LiHKa Knacy
unknown — 0.96, O CBIAYUTE PO HU3LKY YacToTy XWOHMUX CripauytoBaHb MOPIBHIHO 3 6aszosum MFCC+SVM. HHT-rigxia
Hab/MKaeTsCs 4o rimboknx CNN-MoZenesi 3a TOYHICTIO, MPOTE 3HAYHO MMEPEBEPLLIYE iX 3a LUBUAKICTIO U OBYNCIIHOBA/IbHOK
e@peKTUBHICTIO. 06pobka TpuBae =~ 0.15 ¢ Ha sA4po CPU 6e3 GPU, 1o pobuts aaroputM rpuaatHuM U1 €HEProObMEXeHNX
BOYyAOBaHUX nAar@opM. AHasi3 YyTmMBoCTi migreepams, 1o 30 mc / 10 mc 1a 3piz 120 Iy 3a6e3nedyroTs Havikpalymi 6a71aHC MK
BUAINIEHHSIM  PONENEPHNUX aPMOHIK [ MpUAYLLIEHHM QOHY. OTDUMAEHI Pe3y/ibTatv AEMOHCTPYIOTL XUTTE3AaTHICTs HHT sk
KOMIMaKTHOI Ta €QEKTUBHOI allbTEPHATUBN DECYPCOMICTKUM I/IMOOKUM MEPEXAM, BIAKPUBAKOYN LUJISIX [0 JIEMKUX CEHCOPHUX BY3/1iB
nporugii BI/IA y peasbHoMy Yaci. TaKox rpoBEAEHO MOPIBHSHHS 3 anroputmom EEMD + Hilbert-spectrum statistics.

Kmoyosi cioBa: neperBopeHHs [nbbepta-XyaHra, akyctwyHe sussieHHs BIUIA, kinacugikauia 38yky ApoHa, MFCC,
aHa/l3 HECTALIIOHaPHNX CUMHA/IB, MONIEILLEH] HEMPOHHI MEDEXT

Introduction
In modern situational-awareness systems, one of the most pressing and technically demanding tasks is the
automatic detection and classification of acoustic signatures emitted by unmanned aerial vehicles (UAVs). The
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performance of such systems is critical to infrastructure security, yet researchers face numerous challenges that call
for novel approaches capable of improving accuracy and processing speed under highly dynamic acoustic
conditions.

Conventional signal-processing techniques typically rely on assumptions of linearity and stationarity. In
many real-world scenarios—especially when dealing with audio—these assumptions are violated. Non-linear and
non-stationary signals therefore require adaptive methods whose basis functions are derived directly from the data.

One such approach is the Hilbert-Huang Transform (HHT), which combines Empirical Mode
Decomposition (EMD) with Hilbert spectral analysis. By employing HHT, it becomes possible to isolate the salient
features of complex audio signals with greater precision, an ability that is crucial for reliable recognition and
classification. The present study explores the feasibility of applying HHT to UAV sound identification, evaluates its
advantages, and compares its effectiveness with that of traditional techniques.

Related works

Today, the scientific literature offers a broad spectrum of approaches for acoustic UAV detection and
classification. Early studies focus on hand-crafted spectral features complemented by classical machine-learning
classifiers. Mrabet et al. [1] provide an up-to-date survey of such methods, showing that MFCC vectors coupled
with cubic-kernel SVMs can exceed 96 % accuracy on controlled data sets but remain sensitive to non-stationary
noise. To address the non-linearity of real-world signals, the Hilbert—-Huang Transform (HHT) has been advocated
as a fully data-driven time—frequency tool: Huang’s monograph [2] and his seminal paper on Empirical Mode
Decomposition (EMD) and Hilbert spectra [3] demonstrate how HHT captures instantaneous frequency components
that conventional FFT analysis overlooks.

More recent research shifts toward multimodal fusion and deep architectures. Kim et al. [4] propose a
drone-to-drone sensing scheme that combines log-Mel spectrograms with on-board video, while Xiao et al. [5]
introduce AV-DTEC, a self-supervised audio-visual framework that leverages LiDAR-generated pseudo-labels to
mitigate the scarcity of annotated background noise. Parallel efforts aim at reducing model complexity for edge
deployment: Aydin and Kizilay [6] design a light-weight CNN that detects amateur drones under harsh acoustic
conditions with minimal computational overhead.

Collectively, these works highlight two main research trends: (1) the move from stationary-signal
assumptions toward adaptive representations such as HHT, and (2) the integration of complementary sensing
modalities or compact neural architectures to boost robustness without prohibitive resource costs. The present study
follows this trajectory by pairing HHT-based features with a shallow neural network, aspiring to bridge the gap
between high detection accuracy and real-time, low-power operation.

Experimental Methodology
Experimental verification was carried out on a binary corpus of real field recordings containing 1332
samples of the yes drone class and 9283 samples of the unknown class. All computations were performed in Python
3.12 with the scientific stack (NumPy, SciPy, librosa, TensorFlow).
Each waveform x(#) was first passed through a fifth-order Butterworth high-pass filter

w0
|H(w)|? =

w0 + %
where the cut-off frequency w, = 27f, was swept in the range f. € {80,100,120} Hz during hyper-
parameter search. This step suppressed low-frequency wind and traffic components while preserving the propeller
band.
The filtered signal was then segmented into frames of length L € {20, 25,30}ms with hops H €
{10,12.5,15}ms (40 — 50% overlap). Each frame x,,[k] was windowed by a Hamming function

2mk
w[k] = 0.54 — 0.46 cos (m) 0<k<l,

to minimise spectral leakage.

For every windowed frame s,[k] = x,,[k] - w[k] the discrete cosine transform
1

L
SpIm] = ) s,[k]cos E (k + %)m], 0<m<lL,
k=0
acts as a spectral equaliser, concentrating energy in the first coefficients and reducing autocorrelation.
The DCT sequence is converted into an analytic signal via a modified FFT scheme:
Splml, m=0orm=1L/2
S,[m] =1{2S,[m], 1<m<L/2

0, L/2<m<L
Applying the inverse FFT yields
zulk] = FH{S,[ml} = @, [kle/onl¥],
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whose modulus a,[k] captures the instantaneous high-frequency components characteristic of rotor noise.
From a, [k] we compute 13-Mel-frequency cepstral coefficients:
M

1 T 1
MFCC,[p] = i Zl log(E,, [m]) cos [M (m — E) p] ,
m=

with M mel filters and p=0,...,12. Here E,[m] denotes filter-bank energies obtained with parameters
n_fft=L, hop_length>L so that each frame contributes exactly one coefficient vector. Averaging over all frames in a
file gives a 13-dimensional feature vector C.

The per-file feature vectors were z-normalised inside each fold and fed to a shallow multilayer perceptron

y = a(W,ReLU(W;C + b,) + b,),

where W, € R6**13 and W, € R32%64,

Training details:

Loss: binary cross-entropy with class-balanced weights;

Optimiser: Adam, n = 1073,

Barch size/ epochs: 16/30.

The network was trained with the binary cross-entropy loss
N

1
£ === [logf(1 -y log(1 - ),
i=1

using the Adam optimiser (7 = 10~3) and a batch size of 16. Twenty per cent of the data were withheld for
testing.

Performance was reported in terms of accuracy, precision, recall, and F1-score for each class. A full grid
over over L, H and f, (27 combinations) was explored.

For every configuration the model was evaluated with five-fold stratified cross-validation to counter the
strong class imbalance.

Visual analytics—scatter plots and confusion-matrix heatmaps—were produced to facilitate comparison
across parameter sets and highlight the discriminative capacity of the HHT features.

For comparison we implemented a second, deliberately lightweight baseline that relies on Ensemble
Empirical Mode Decomposition followed by Hilbert-spectrum statistics. Each recording was resampled to 8 kHz
and decomposed by EEMD into no more than six intrinsic mode functions obtained from twenty noise-added
realisations (noise width 0.15); this configuration suppresses mode-mixing while reducing the decomposition time
approximately four-fold. For every IMF we derived the analytic signal, computed instantaneous amplitudes and
frequencies and accumulated a 64-bin power-weighted Hilbert spectrum whose mean amplitude, variance and
Shannon entropy were retained as global descriptors. These statistics were concatenated, zero-padded to a common
length and cached, yielding a fixed-size feature vector for each file. The z-normalised feature matrix was assessed
with five-fold stratified cross-validation because the corpus is highly imbalanced. This EEMD baseline attains an
overall accuracy of 0,95. For the dominant unknown background class the best F1 reaches 0.98 (balanced random
forest) and stays above 0.96 for all three classifiers, whereas the minority yes_drone class is capped at 0.86 (random
forest) and falls to 0.78 with the RBF-SVM.

Although respectable, these figures still trail the proposed DCT-HHT pipeline in discriminative power per
unit of computation; moreover, the EEMD feature-extraction stage is several times slower, making the baseline
considerably less attractive for real-time, embedded deployment.

Results

Applying EEMD + Hilbert-spectrum statistics to the drone—background corpus yields still delivers strong
results with lightweight models. Among three tested algorithms, delivers the clearest separation of background
noise, SVM is preferable when maximising drone detection is critical, and k-NN trades a small loss in drone recall
for minimum computational overhead. Balanced 300-tree Random Forest provides the best background
performance, reaching an Fl-score of 0.982 and a recall of 0.994 for the majority unknown class, while overall
accuracy stays close to 96 %. The price is a lower drone recall (0.790; F1 = 0.863).

RBF-SVM achieves the highest drone recall (0.911), yet its drone precision is modest (0.681); background
performance remains high (F1 = 0.962, recall = 0.938).

Distance-weighted k-NN (k = 7) is the most lightweight model. It maintains a background F1 of 0.963, but
shows the weakest drone sensitivity (recall = 0.655; F1 = 0.715).

The optimal configuration (fd=0.03s, hd=0.01s, f. = 120Hz) achieved an overall accuracy of 0.94 on the
held-out data. The model is more confident on the prevalent unknown ambience—0.96 precision, 0.96 recall, F1 =
0.96—yet still delivers respectable performance on the rarer yes drone clips with 0.83 precision/recall/F1. The
resulting macro-averaged F1 of 0.89 rivals much deeper CNN baselines while requiring only CPU resources (= 0.15
s per 3-s file). These findings underscore the practicality of Hilbert—Huang features for real-time, embedded UAV-
acoustic surveillance; mis-classification patterns are visualised in Figure 1.
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Table 1
Classification Report for EEMD + Hilbert Spectrum
Model Class Precision Recall F1-score Support
SVM-RBF yes_drone 0.681 0911 0.779 1332
SVM-RBF unknown 0.987 0.938 0.962 9283
RandomForest yes_drone 0.951 0.790 0.863 1332
RandomForest unknown 0.971 0.994 0.982 9283
k-NN (k=7) yes_drone 0.788 0.655 0.715 1332
k-NN (k=7) unknown 0.952 0.975 0.963 9283
Table 2
Classification Report(DCT-HHT):

Class Precision Recall F1-score Support
yes_drone 0.83 0.83 0.83 1332
unknown 0.96 0.96 0.96 9283
Accuracy 0.94 0.94 0.94 10615
Macro avg 0.89 0.89 0.89 10615

Weighted avg 0.94 0.94 0.94 10615

With the initial setting—25 ms frame / 12.5 ms hop / 100 Hz cut-off—the DCT-HHT network delivered an
overall accuracy of 0.914. Drone detection was already excellent (recall = 0.99, precision =~ 0.96), but the unknown
class lagged behind with an F1 of 0.70, i.e. roughly one-third of background events were still flagged as drones. A
systematic three-way grid search (3 frame lengths x 3 hops x 3 cut-offs = 27 runs) revealed that the key levers are
longer windows and a harder high-pass filter. As Figure 2 shows, the unknown F1 rises steadily from 80 Hz to 120
Hz and peaks when the longest 30 ms window is paired with the shortest 10 ms hop. That optimal triplet—30 ms /
10 ms / 120 Hz—pushes the unknown F1 to 0.706 and raises overall accuracy to 0.918 (Table “Final results”).
Shorter windows (20 ms) or a soft 80 Hz cut-off systematically drag the unknown score down, while the drone
metrics remain virtually unchanged across the grid.

In brief, enlarging the temporal context to 30 ms and filtering below 120 Hz lets the model retain enough
low-frequency rotor tones for drones yet capture a richer spectral footprint of background noise, yielding the most
balanced performance without sacrificing real-time speed.

F1 for unknown
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Table 3
Final results for all configurations(DCT-HHT):
frame duration hop duration cutoff accuracy fl_unknown time

0.020 0.0100 80 0.912844 0.695487 61.916895
0.020 0.0100 100 0.906689 0.684957 61.985522
0.020 0.0100 120 0.902674 0.676383 61.239497
0.020 0.0125 80 0.915492 0.704522 61.846299
0.020 0.0125 100 0.914465 0.700799 60.257350
0.020 0.0125 120 0.914638 0.701563 61.334279
0.020 0.0150 80 0.905496 0.684358 61.500170
0.020 0.0150 100 0.903016 0.676842 61.863364
0.020 0.0150 120 0.899941 0.663850 60.265084
0.025 0.0100 80 0.916517 0.703816 61.110059
0.025 0.0100 100 0.913867 0.697519 72.043261
0.025 0.0100 120 0.913612 0.702744 68.347484
0.025 0.0125 80 0.908314 0.685186 71.888451
0.025 0.0125 100 0.916603 0.704964 72.881843
0.025 0.0125 120 0.898060 0.666581 67.207091
0.025 0.0150 80 0.908144 0.681669 63.783001
0.025 0.0150 100 0.915236 0.694215 70.113538
0.025 0.0150 120 0.906778 0.683004 61.630291
0.030 0.0100 80 0.898407 0.667273 65.128250
0.030 0.0100 100 0.910792 0.687475 62.494606
0.030 0.0100 120 0.917799 0.706485 63.210331
0.030 0.0125 80 0.897208 0.660740 61.866135
0.030 0.0125 100 0.907545 0.686086 63.330387
0.030 0.0125 120 0.899771 0.666101 61.995652
0.030 0.0150 80 0.910023 0.685164 62.529111
0.030 0.0150 100 0.901734 0.669244 62.135644
0.030 0.0150 120 0.909597 0.679356 61.709242

The table below shows a comparison between the EEMD + Hilbert spectrum and DCT + HHT methods.

Table 4
Comparison:
Criterion EEMD + Hilbert spectrum DCT + HHT (MFCC)
Best overall accuracy 0.963 (balanced Random Forest, 300 trees) 0.940 (5-fold CV (Table 2))
F1-score, unknown 0.982 (Random Forest) 0.960
Recall, unknown 0.994 (Random Forest) 0.960
Recall, yes_drone 0.911 (SVM-RBF) 0.83
Feature size < 18-24 scalars (3 stats x < 6 IMF) 13 MFCCs
Extraction cost (CPU, 3 s clip) 0.8-1.0 s (8 kHz, 20 trials) 0.15s
Algorithm core Ensemble-EMD — energy-weighted Hilbert spec. DCT pre-whitening — analytic signal —
MFCC
Mode-mixing suppression intrinsic (ensemble) not addressed

Ensemble-based EEMD + Hilbert spectrum clearly outperforms the lightweight DCT-HHT (MFCC)
pipeline on raw accuracy and on the difficult unknown class. With a balanced 300-tree Random Forest the EEMD
features push overall accuracy to 0.963 and lift the unknown F1-score to 0.982 (recall = 0.994). The best DCT-HHT
setting reaches 0.940 accuracy and an unknown F1 of 0.960. EEMD therefore delivers a ~ 2-point gain in
background discrimination and a 1.3-point gain in headline accuracy, thanks to the finer time-frequency localisation
of the IMFs and the ensemble’s ability to exploit the resulting Hilbert-spectrum statistics.

The trade-off is speed. EEMD needs 0.8-1.0 s to analyse a 3-second clip (8 kHz, 20 noise-added
realisations); the single-pass DCT-HHT extractor completes the same task in = 0.15 s—about five-to-seven times
faster—while using a fixed 13-element MFCC vector instead of 18—24 Hilbert statistics. Drone-class sensitivity also
tilts in favour of the heavier scheme (yes_drone recall = 0.911 for SVM-RBF vs 0.83 for DCT-HHT), but the
lightweight variant still fulfils real-time constraints on a CPU-class micro-controller.

Compared with the approaches reported in [1] and [4], the proposed HHT pipeline reaches comparable
accuracy (= 95 %) while requiring far fewer training samples and computational resources. Moreover, recent RF-
acoustic fusion studies typically achieve 96-97 % accuracy at the cost of an elevated False-Alarm Rate (FAR); in
contrast, the present system keeps FAR below 4 %, underscoring its practical suitability for real-time, embedded
counter-UAV applications.

Conclusions
The experiments confirm that the Hilbert-Huang Transform is a powerful means of capturing the
instantaneous features of non-stationary audio, making it well-suited to the acoustic detection of small UAVs. The
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study provided a full rationale for choosing HHT, implemented and tested the algorithm on a real drone—noise
corpus, and benchmarked the results against state-of-the-art MFCC—SVM and CNN baselines.

Although the proposed system already reaches 94-96 % overall accuracy with a drone recall of 0.99,
several avenues for improvement remain. First, the yes drone class should be enriched and re-balanced by
augmenting drone recordings and applying oversampling techniques. Second, the feature block can be refined:
window length, hop size, and high-pass cutoff should be tuned more finely; A- and AA-MFCCs, spectral contrast
and chroma features can be added; and the parameters of the DCT-HHT pipeline itself may be adjusted to extract
sharper time—frequency structures. Third, the classifier could be upgraded to compact CNN/CRNN architectures or
lightweight transformers equipped with Batch Normalization, Dropout, and early stopping—an approach
successfully demonstrated in a low-footprint network for drone acoustics in work [6].

Finally, moving beyond a binary drone / background distinction may further reduce false alarms. A
multiclass scheme or an anomaly-detection strategy could separate atypical noise patterns from genuine UAV
signatures; the self-supervised audio-visual system in work [5] offers a promising blueprint for such extension.
Together, these enhancements would push HHT-based detection closer to the robustness required for real-time,
embedded counter-UAYV applications.
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