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There have been rapid development and application of computer methods and information systems in digital medical
diagnosis in recent years. However, although computer methods of medical imaging have proven helpful in diagnosing lung disease,
for detecting early pneumonia on chest X-rays, the problem of cooperation between professional radiologists and specialists in
computer science remains urgent. Thus, to address this issue, we propose information technology that medical professionals can
employ to detect pneumonia on chest X-rays and interpret the results of the digital diagnosis. The technology is presented as a
web-orfented system with an available and intuitive user interface. The information system contains three primary components: a
module for disease prediction based on a classification model, a module responsible for hyperparameter tuning of the model, and a
module for interpreting the diagnosis results. In combination, these three modules form a feasible tool to facilitate medical research
in radiology. Moreover, a web-based system with a local server allows storing personal patient data on the user's computing device,
as all calculations are performed locally.
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OJIEKCAHIP BAPMAK, ITABJIO PA/IYOK

XMebHULBKUI HalliOHATIbHUI yHIBEpCUTET

BEB-OPIEHTOBAHA THOOPMAIINHA TEXHOJIOTIS JJISI KTACU®IKYBAHHS
TA IHTEINIPETYBAHHS PAHHLOI THEBMOHII HA OCHOBI HAJIAIIITOBAHOI
3rOPTKOBOI HEMPOHHOI MEPEXI

Vrpogosx oCTaHHIX PoKiB, y C@EDI LMGBPOBOIro MEAUYHOrO AIArHOCTYBAHHS CIIOCTEPIraeTbCA CTPIMKUY pPO3BUTOK Ta
MOBCIOAHE 3aCTOCYBaHHS KOMITIOTEPHUX METORIB Ta IHEGOPMALIVIHUX CUCTEM A/IS aHa/3y MEAUYHUX 300paxeHs. [lpoTe, xo4a
KOMITIOTEPHI 33C06M 06POBIIEHHSI MEANYHUX 306PAKEHDL AOBESN CBOIO MPAKTUYHY KOPUCTL Y 3aBAAHHSIX AIarHOCTYBaHHS /IEr€HEBNX
3aXBOPIOBaHb, 30KPeMa, A/15 BUSB/IEHHS PaHHbOI MHEBMOHII Ha PEHTIEHIBCLKUX 306PKEHHSX, aKTyallbHOIK 33/MLUAETLCS 3a4aqa
CUHEDITT OCBIAY NMPOGECIIHNX PagionoriB 1a axiByiB KOMITIOTEPHUX HAYK. TOMy /1S PO3BSG3aHHS Hara/bHoi' 384a4i UM@PoBOro
AI3rHOCTYBAHHS B POBOTI TPOIMOHYETLCSA HPOPMALIIVIHA TEXHOJIONS, SKY CIIELIANCTH MEANYHOI CHOEDU MOXYTb BUKOPUCTOBYBATU A/1S
BUSIB/ICHHS] [THEBMOHII Ha PEHTIEHIBCLKUX 300PAXEHHIX TPYAEH Ta IHTEDNPETYBAHHS pPE3Y/bTaTiB AiarHOCTYBAaHHS, TexHOsoris
npegcTaB/ieHa y BUIr/iagi BeOOPIEHTOBaHOI [HEGOPMAaLVIHOI cucTemMu 3 Or/ISA0M HAa [OCTYIIHICTb Ta 3PYYHICTb KOPUCTYBALIbKOIO
IHTEPQevicy. BogHoyac iH@opMaLiviHa CUCTEMA CKIGAAETHCS 3 TPbOX OCHOBHUX MOZY/IB. [1epumyi MoAyJsib CrIpSIMOBaHUA Ha
MIPOrHO3yBaKHHs HasBHOCTI 3aXBOPIOBAHHS, /15 LibOro BUKOPUCTAHO MOAESb Kacu@ikaLii Ha OCHOBI 3rOpTKOBOI HEVPOHHOI MEDEXT i3
TPbOMAa 3ropPTKOBUMU LUIGPAMU Ta OMEPALIIEID POILINMPEHOI 3ropTku. Apyrnid MoJy b BIAMNOBIAAE 3@ HAJIALLTYBAHHS NEDNAPAMETPIB
HABYAHHS HEVPOHHOI MEDPEXI Ha OCHOBI MOAMMIKOBAHOrO EBOJIOLIVIHOIO anroputMy. TPETI MOy b MPU3HAYEHNH 4719
BIJO6PaxeHHS Ta IHTEDPETYBAHHS PEe3y/IbTaTiB AiarHOCTYBAHHS THEBMOHII Ha pPEHTIEHIBCLKMX 30OPDAXEHHSX [3 BUKOPUCTaHHSIM
TEXHO/IOi Mar akTuBauli KnaciB. Y rOEAHAHHI Lf Tpu MOAY/I YTBOPIOOTE PO6OYMI [HCTPYMEHT A1 [ONOMOrvt MEAUYHUM
JOCTIAHMKAM Ta MPOGECIIHUM PEHTIEHOOraM. BapTo Takox 3ayBaXuTy, 1O BEOOPIEHTOBAHICTb CUCTEMY i3 JIOKA/IbHUM CEPBEPOM
AA€ 3Mory 36epiratv epCcoHasbHi AaHi nalyieHTa Ha OOYHC/IIOBA/IbHOMY [IPUCTPOI KOpUCTYBayYya, OCKI/IbKM BCI OOYUC/IEHHS
BA6YBatOTHCS JIOKA/IbHO.

Kmo4oBi ¢/10Ba. [HGOpMAaLiViHa TEXHOJIOrS, BE6-CUCTEMA, [THEBMOHIS, PEHTIEeHOrPamMa, 3ropTKOBa HEVPOHHA MEDEXA,
TOYHE HaIaLTyBaHHS riNneprapameTpis, Mar aKkTuBaLii K1acis

Introduction
In recent decades, referral systems based on computer-assisted diagnosis have been used with varying
degrees of success to improve health care. Such systems are usually based on the diverse machine learning (ML)
approaches [1] and computer vision (CV) methods [2]. However, computer diagnostics technologies have still been
in the research and preliminary implementation stages. There are many barriers to using computer-based
information technology on an ongoing basis, namely the uncertainty of business models, lack of understanding of
artificial intelligence (Al) in healthcare facilities, processing and storage of patients' data, data access problems,
legal barriers, and more. The problems mentioned above remain a cornerstone in taxing collaboration between Al
researchers and physicians who will use these technologies in clinical practice.
Related works
The existing platforms for developing Al algorithms to analyze medical images are predominantly not
focused on applications in the medical field and have limited support for clinical trials. For example, platforms such
as TensorFlow [3], PyTorch [4], and ONNX [5] are recognized deep learning (DL) libraries that allow creating
complex DL models yet do not provide medical imaging functionality. Other instruments like NiftyNet [6] and
MONALI [7] allow comprehensive processing of various medical images without a straightforward and user-friendly
graphical interface. The lack of a convenient interface deters professional radiologists from using advanced software
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applications aimed at software professionals.

At the same time, several successful solutions for the analysis of medical images have also been developed
over the last decade. There are many software tools freely available that can be successfully applied to narrowly
specialized practical tasks in digital medical diagnostics, i.e., image classification (e.g., Tensor networks [8]),
segmentation (e.g., MIScnn [9]), and visualization (e.g., mrivis [10]). However, these tools are aimed primarily at
computer scientists, but not by medical researchers, including radiologists. Moreover, they do not provide a
convenient user interface that can allow easy use in a short time. Thus, there is an urgent need to develop and
implement InfoTech with a straightforward user interface that would allow effective clinical research in medical
imaging.

Problem statement

The presented work describes a feasible prototype of information technology (InfoTech) that can be used to
detect pneumonia on chest X-rays. The conceptual scheme of the proposed InfoTech was firstly described in our
previous work [11]. In this study, we propose the technology in the form of a web-based information
recommendation system that is aimed to process an X-ray image to confirm the diagnosis of pneumonia and pre-
interpret the results of the diagnosis.

Within the study, the authors aim to fulfill the following objectives to achieve the main goal.

1. The ML model should be presented with a convenient and accessible interface.

2. The web application must ensure openness and clarity of calculations for the typical user.

3. The medical solutions are needed to be scaled without incurring enormous server costs.

The presented InfoTech contains three primary components: a module for disease prediction based on a
classification model, a module responsible for hyperparameter tuning of the model, and a module for interpreting the
diagnosis results. Together, these parts form a complete tool to help medical researchers and professional
radiologists.

The framework of the information technology

Our InfoTech is based on three primary aspects: pneumonia prediction, results explanation, and efficient

computation. The schematic framework of the proposed InfoTech is illustrated in fig. 1.
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Fig. 1. The schematic framework of the proposed information technology.

According to the analysis of the related research, a particular type of artificial neural network (ANN) called
convolutional neural network (CNN) has been considered the most prominent feature extractor [12]; consequently, a
modified CNN was chosen as the classification model for the disease prediction. Explaining the prediction and
interpreting classification results are crucial for any recommendation system in clinical diagnosis. So, the targeted
module responsible for the interpretation was added to the technology. Finally, computational constraints are
commonly an acute technical challenge while processing DL models. Thus, our system is based on the cooperation of
TensorFlow.js [3] and ONNX, while the CNN model is trained in PyTorch. This stack was converted to work
efficiently in the browser using WebGL.

Pneumonia detection

Dataset. In this work, we utilized the CheXpert dataset [13] to evaluate the classification model
experimentally. The whole dataset comprises 3458 chest X-ray images of 320 x 320 pixels excluded from 524
patients. The radiographs were labeled as two targeted categories: normal and pneumonia. Also, CheXpert is divided
into train, test, and validation samples, each containing 70%, 20%, and 10% of all samples, respectively.

Data preprocessing. Several color modifications were applied to all images of the CheXpert dataset to
ensure good visibility of pneumonia features in the chest X-rays. First, the radiographs were illuminated to augment
their brightness by parsing their pixels and then increasing the respective values of Red, Green, and Blue (RGB) by
an absolute constant. Second, the images' contrast was also increased to make the borders more continuous and
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some areas more noticeable. Thirds, the images' color scheme was expanded by computing the average RGB values
for each image. These values were multiplied by the calculated average to receive a color version of the image.
Overall, the images created in this way allow highlighting the details on the surface so that the extractor can better
identify any features and differences from the image with healthy lungs. The version of image preprocessing is
presented in fig. 2.

d)
Fig. 2. An X-ray sample at different preprocessing stages: a) the original one; b) with modified lightning; ¢) with increased contrast;
d) the final version of the colorized X-ray image.

Moreover, to enhance the generalization capacity of the model, a few data augmentation techniques, i.c.,
random rotation, translation, and scaling, were applied to all images.

Model. In this work, we employed a feature extractor as a hand-made CNN from our previous study [14].
Fig. 3 depicts the scheme of the presented CNN architecture.
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Fig. 3. The schematic representation of the utilized model [14].

From fig. 3, the CNN architecture here comprises three convolutional layers with dilated operations
followed by ReLU activation functions and batch normalization operations after each layer. There are two specific
convolutional operations called residual and shifter units, which successively pass into the averaged pooling layer
and two dense (fully connected) layers. Our CNN ends with the sigmoid function as the last classification layer. It
should be noted that dilated convolutions with different dilated rates were employed to detect and analyze visual
deviations on the radiograph in convolutional layers to preserve the radiograph's receptive fields' spatial features.
The network was trained with an Adam optimizer to minimize the cross-entropy loss function. The proposed
architecture provides minimal loses of objects' spatial information due to dilated operations while ensuring low
computational costs.

Tuning of convolutional neural network

This module of InfoTech processes the algorithm of tuning CNN's training hyperparameters. Here, we
consider training hyperparameter tuning a global optimization task of searching a D-dimensional hyperparameter
setting A that ensures minimum loss function L with learned weights w. The suboptimal set A can be obtained by
applying the optimization function as

min {Lval (lapt w,D,, )} )

AR
W* € arg ml‘};} {Ltrain (2” w, Dtrm'n )} > (1)
A" eargmin {Lw,, (/1, w, D, D, )},

val
AeA

where L, and L

+an are validation and training loss functions, respectively, D, , and D, . stand for

va rain
validation and training datasets, respectively, w' and A  are the suboptimal set of weights and training
hyperparameters.

14 MDKHAPOJHUI HAYKOBUI K YPHAJT .
«KOMIT’"IOTEPHI CUCTEMH TA IHOOPMAIIWMHI TEXHOJIOI'T», 2021, Ne 1



INTERNATIONAL SCIENTIFIC JOURNAL
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Training hyperparameters has a significant impact on the performance of any CNN model, including our
three-layer CNN from fig. 3. Therefore, to boost the network's training and ensure its good convergence on the
validation dataset, we applied a surrogate-assisted evolutionary strategy [15] to tune CNN's training
hyperparameters. The evolutionary algorithm can automatically find a competitive hyperparameter configuration
rather than a manual search method with relatively low computational cost. The algorithm of the evolutionary
strategy is described in fig. 4.

Ny - initial population size; gpe - maximum generation;
P — mutation rate; m - number of newly generated scores;
popylation, - randomly generated population of hyperparameter configuration;
while 1 <= gy
do
// initialize true fitness values:
T, = {0 L)Y2,
// use T, to update the Gaussian surrogate model L:
L)~N(u(),0(2));
// where u — mean, o — covariance function;
// apply selection() to most promising scores for further mutation:
populationgecreq = selection(populationg);
// apply mutation() to the selected scores to breed m new scores:
population,, = mutation(populationg,ecreq ) ;
// calculate true fitness values using L:
T, = {(Ai,Zi)}L;
// set suboptimal values:
A" =arg min{Zi}:il;
// evaluate L(A*) on training and validation datasets to update true fitness values:

T, ={T,. v (L))}
end
// the suboptimal hyperparameter configuration:

*

return A,

Fig. 4. The pseudo-code of surrogate-assisted evolutionary strategy for hyperparameter tuning.

According to the algorithm from fig. 4, several initial configuration values of hyperparameters T are

randomly generated [16] to preserve the diversity of the initial population. These initial scores are evaluated and
used as a training set to construct an initial surrogate model L(A). Next, the algorithm generates a group of new

scores, which are assessed in accordance with the surrogate model. Individuals 1° with better performance and
diversity are searched from these newly formed scores based on the acquisition function of the surrogate model.

Then, the most perspective ones with true fitness value (ﬂ.*,L(l*)) are added to the training set to update the

surrogate model. As a result of the algorithm's entire passage on the whole set of hyperparameters, we receive a

suboptimal subset of hyperparameters l;ubopt .

We conducted several computational experiments on the model depicted in fig. 3 based on the evolutional
strategy described in fig. 4. The results obtained by our CNN in the classification task are presented in fig. 5.

From the figure above, the training and validation accuracy curves reach 99.1% and 96.1% (fig. 5a) at the
last epoch, respectfully demonstrating good convergence on the training and validation datasets; meanwhile, training
and validation loss functions gradually decrease and eventually achieve 1.18% and 1.16% (fig. 5b) respectfully.
According to fig. 5c, the final AUC score reaches 95.3%. Overall, the obtained results demonstrate that our three-
layer CNN can provide complete textural feature extraction for pneumonia and accurately determine the ROI in the
limited chest X-ray dataset.

The interpretability of the diagnosis

In this study, we utilized a localization mapping technique called gradient class activation map or grad-
CAM [17] as the core of the interpretation module. With localization gradients, it is possible to compute the pixel-
wise impact on the last fully connected layer, which in our case is the Dense + Sigmoid layer. In this case, the
computational complexity is equal to the whole passage of the network from the first layer to the last one without
additional costs.

Let us denote ¢, (x, y) the gradient class activation map (grad-CAM) of the k-th filter of the last

convolution layer at the image's position (x, y). The average pooling operation is performed on this grad-CAM
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before transferring the image to the last fully connected layer. Let us also assume w; the weight of the last fully
connected layer that connects filter & to class ¢. Therefore, the grad-CAM for class ¢ and at image's position (x, y)

is defined as
Grad-CAM,_ (x,y) = ZWE C o (%), 2

where K is the total number of images at the output of the averaged pooling layer.
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Fig. 5. The classification results obtained by our CNN: a) accuracy curves; b) loss curves; ¢) the ROC curve is based on true positive
(abscissa) and false positive (ordinate) rates.

As a result of applying local gradients, we obtain a set of activation maps after the last convolutional layer
with the highest values corresponding to the most substantial influence of class ¢ on the disease prediction. Fig. 6
shows an example of the pneumonia localization using the grad-CAM technique.

a) b)
Fig. 6. a) chest X-ray sample with superimposed grad-CAM for pneumonia effusion; b) normal lung condition.

As shown in fig. 6, grad-CAMs allow good localization, as there is only one pooling layer after all
convolutional extractors. Note that the superimposed localization maps do not match the size of the original image
for easy visualization.
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Web implementation
The web-based information system consists of separate modules to provide flexibility and scalability. This
approach ensures straightforward modifications to the system in the future. Our system uses ONNX to deploy and
transfer models trained either in PyTorch or TensorFlow to web browsers. The system also supports Tensorflow.js
to display prediction results obtained by the network in a browser. Overall, fig. 7 shows the dependency graph of all
necessary libraries used in our information system.

A 4
A 4
A 4

PyTorch > ONNX TensorFlow TensorFlow.js Browser

Fig. 7. The pipeline of all necessary libraries used in the information system

The described above toolset packs the model's graph and weights into separate files while deploying a
model in a browser. Next, the corresponding script in the browser loads these files, reconstructing the graph and
loading the weights to the browser. The script must process the image in the format expected by the model, execute
a computational graph, and present the results. Fig. 8 presents the application interface presenting the prediction
result of an X-ray image with the confidence level expressed in percentage.

Nermal Lun

Caution |

provide real case medical disgnosis; it is cunently unde

wed for research purposes only

a) b)
Fig. 8. The visual representation of the proposed InfoTech: a) the user interface; b) the results with the superimposed grad-CAM.

In fig. 8, there are the validation results of the system with one image. The model is based on the PyTorch
and TensorFlow.js frameworks. The presented InfoTech is available on the GitHub repository by the link:
https://github.com/soolstafir/An-Early-Diagnosis-of-Pneumonia-on-Individual-Radiographs.

Conclusions

This study proposes and describes a working prototype of a web-oriented information system for the digital
diagnosis of pneumonia on chest X-rays. This system contains three key modules. The first module aims to predict
the presence of the disease; for this purpose, we used a classification model based on a convolutional neural network
with three convolutional layers and dilated convolution operations. The second module is responsible for setting the
hyperparameters of neural network learning based on a modified evolutionary algorithm. The third module is
designed to display and interpret the results of diagnosing pneumonia on X-ray images using map activation
technology of classes. Combined under one system, these three components form a working tool to assist medical
researchers and professional radiologists. It is also worth noting that the web orientation of the system with the local
server allows storing personal patient data on the user's computing device, as all calculations are performed locally.
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