INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

https://doi.org/10.31891/csit-2025-2-11
UDC 004.8

MOLCHANOVA Maryna

Khmelnytskyi National University

DUTT Pawan Kumar

Tallinn Technical University (Estonia)

ARTIFICIAL INTELLIGENCE APPROACH TO IDENTIFYING PROPAGANDA
TECHNIQUES AND OBJECTS, TAKING INTO ACCOUNT ETHICAL AND LEGAL
ASPECTS

The article explores the ethical and legal aspects of applying artificial intelligence (AI) technologies to detect propaganda
techniques in textual content. The study presents a multi-level approach to identifying signs of propaganda in textual data,
recognizing common rhetorical strategies of influence, and establishing semantic links between the detected techniques and their
respective targets. The consistent use of neural network models is justified, as it ensures both classification accuracy and
transparency of the obtained results through the application of local interpretability methods. The paper presents experimental
results based on a corpus of Ukrainian-language news texts and informational messages from social media platforms. The proposed
approach demonstrated alignment between the model's predictions and independent expert assessments, confirming its potential
applicability in conditions with limited human oversight.

Special attention is given to the compliance of the proposed system with existing regulatory frameworks, including
constraints on automated decision-making, the user's right to explanation, and the prevention of discriminatory effects resulting
from biased training data. The study addresses risks associated with misclassification, potential impacts on freedom of expression,
and the accountability of developers in cases where the system is applied in automated content moderation scenarios.

The integration of interpretability tools into neural network analysis is proposed as a core design principle to ensure
adherence to ethical Al standards. Based on the obtained findings, the study concludes that the development of such systems
requires the simultaneous consideration of technical effectiveness, legal compliance, and social responsibility, which are essential
conditions for their safe implementation in the practice of analyzing public communications.
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MOJIYAHOBA Mapuha

XMeNbHUIBKIN HAIOHATBHUH YHIBEPCUTET

JATT ITaBan Kymap

TanmiHHCHKHIT TexHIYHUH yHIBepcuTeT (EcToHis)

HIAXIA BAKOPUCTAHHS 3ACOBIB LITYYHOI'O IHTEJIEKTY 10
IJEHTUD®IKALIII IPUNOMIB TA OB’€EKTIB [TPOITATAH/IN 3 BPAXYBAHHSAM
ETUYHUX TA ITPABOBUX ACIIEKTIB

CTaTTs NpUCBSYEHa AOC/TIIKEHHIO ETUYHMUX Ta TPABOBUX ACIIEKTIB 3aCTOCYBAHHS TEXHONIOMY LTYYHOro iHTenekTy (LLI)
V15 BUSIBJIEHHS [IPOMAaraHANCTChKUX TPUIOMIB Y TEKCTOBOMY KOHTEHTI, Y pOBOTI PO3I7ISfacTbcs baratopiBHEBMI igxig Ao
BUSIB/IEHHST Y TEKCTOBUX AAHUX O3HAK MPONAaraHAn, BUSHAYEHHS TUITOBUX PUTOPUYHUX TEXHIK BII/IMBY Ta BCTAHOB/IEHHS 3B SI3KIB MK
[AEHTUGIKOBaHUMU TTPMITOMaMU ¥ 06 EKTaMy BI/IUBY.

O6rpyHTOBAHO MOC/IAOBHE 3aCTOCYBAHHS HEVIDOMEPEXEBUX MOLENEY, SKE 3a0Ee3reYye SK TOYHICTb Kaacugikaui, Tak /
1IPO30PICTL OTPUMEHUX PE3Y/IbTATIB 38 PAaxyHOK BUKOPUCTAHHS JIOKa/IbHOI [HTEPrpETaLii pe3y/ibTatis. HaBegeHi pesysibratu
EKCIIEPUMEHTA/IBHOIO JOCTIKEHHS Ha KOPITYCi YKPaIHOMOBHUX HOBUHHUX [1OBIAOM/IEHE Ta [H@ODPMALIIVHNX MOBIIOM/IEHE 3
coujiarnbHuX 1atgopM. 3anporioHOBaHMIA MiAXiZ MPOAEMOHCTPYBAB BiAMOBIAHICTE PE3Y/IbTATIB TEPEAOIYEHHS OLIHKAM HE3ATIEXHUX
EKCIIEPTIB, YO MIATBEPIKYE MOX/MBICTL HIOr0 3aCTOCYBAaHHS B YMOBAX OBMEXEHOIO JIIOACLKOro KOHTPOSTIO.

Ocob/mBy yBary npuaineHo BIAMOBIAHICTL QDYHKLIOHYBAHHS 3allpOrIOHOBAHOro iAXo4y YMHHOMY HOPMatuBHOMY
DErYIIIOBaHHIO, BKITIOYAIOYH BUMOIY LLOJO OBMEXEHHS aBTOMATU30BaHOIO MPUIHSTTS PIlLi€Hb, NpaBa KOPHUCTYBAayYa Ha MOSCHEHHS], a
TAKOX 3ar06IraHHs ANCKDUMIHALIVIHUM €@EKTaM Ha OCHOBI YIIEDEKEHUX AaHUX HaBYaHHs. PO3I/ISHYTO PU3NKY, [10BS3aHI 3
XUBHOKO KiacugpikaLliero, MOTEHLVIHUM BI/IMBOM Ha CBOBOAY BUPAXEHHS 10IT194i8, @ TAKOX BiAMOBIAA/IbHICTIO PO3POOHNKE Y pPasi
BUKOPUCTAHHSI CUCTEMYU B aBTOMATU3OBAHUX PILLIEHHSIX, 1O CTOCYIOTLCS KOHTEHTHOI MogepaLlil.

3anporioHoBarHo IHTerpayii 3acobi8 MOSCHIOBAHOCTI SK CKIGH0BOI MPpH  HEVPOMEPEKEBOMY aHAa/I3], LYo [O3BOJISE
3a6e3r1eynTr JOTPUMAKHHS MPUHUNIIB €TMYHOro LI Ha OCHOBI OTpuMaHmx pesy/ibTaTtis 3po6/IeHO BUCHOBOK, O pPO3POOKa Takux
cucTem  roTpebye  OQHOYACHOrO BPAXyBaHHS TEXHIYHOI €QEKTUBHOCT], HOPMAaTUBHO-NPaBOBOro CyrpoBo4y Ta Couia/ibHOI
BIAMOBIAA/IbHOCTI, L0 € HEOOXIAHOK YMOBOKO iX BE3MNEYHOIrO BrPOBAIKEHHS Y MPAKTUKY aHa/3y ryOsIidHNX KOMYHIKaLiA.

Kmto4oBi  c/10Ba.  LUTYYHM IHTEIEKT, ETUYHI ACrekTy, [PaBoBe pPEry/itoBaHHs, BUSB/IEHHS [IPONaraHay, 06pobka
MIPUPOAHOI MOBY, HEVIPOMEPEXEBI MOAEST], MOSCHIOBAHICTL MOAENEN, aBTOMATU30BAaHE MPMUHATTS PILLEHD, IHGOPMALVIHa be3rieka,
KOHTEHTHa MOAEPALIIA.

Introduction
In today’s digital environment, the spread of propaganda via text messages on social networks and news
platforms poses a serious threat to information security and societal stability. Thanks to their ability to process large
amounts of data and detect hidden patterns, artificial intelligence systems have become an effective tool for
automatically detecting propaganda techniques in natural language texts. However, the implementation of such
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systems raises a number of ethical and legal issues related to the transparency of algorithms, model bias, respect for
human rights and regulatory requirements.

As stated in the requirements of the General Data Protection Regulation (GDPR) [1], an individual is
guaranteed the right not to be subject to a decision based solely on automated processing if it significantly affects his
or her rights and freedoms (Article 22). The EU Al Act [2] states that systems used to assess or influence public
sentiment may be classified as high-risk systems. Such systems must meet the requirements of transparency,
explainability, non-discrimination, and provide for the possibility of auditing and appealing automated decisions.

Also, ethical frameworks are defined in documents such as: OECD Al Principles [3], UNESCO
Recommendation on the Ethics of Artificial Intelligence [4], Human Centric AI: A Comment on the IEEE’s
Ethically Aligned Design [5].

In the legislation of Ukraine, there is a lack of a clearly formulated regulatory framework for the use of Al
in the field of information security, which creates challenges in adapting European standards to Ukrainian realities.
However, at the level of state initiatives, in particular within the framework of the Government Action Plan for 2024
[6], the need to strengthen the capacity to counter information threats has been emphasized.

Thus, modern technical solutions in the detection of propaganda, although they demonstrate high potential,
require support by regulatory and ethical mechanisms that ensure a balance between accuracy, transparency and user
rights.

The main contribution of the paper is the proposed approach to ensuring transparency and explainability of
deep learning model decisions, methods for minimizing algorithmic bias, as well as compliance with legal norms
regarding the processing of personal data and automated decision-making. Particular attention is paid to the
development of system architecture that combines the effectiveness of propaganda detection with compliance of
ethical principles and legal requirements.

Further, the structure of the paper is as follows: the section «Literature review» provides an overview of the
current state of the scientific direction of responsible and explained artificial intelligence in terms of solving the
problem of detecting propaganda influences; the section «Proposed approach» provides an approach to
implementing multi-level processing of text content to detect propaganda techniques and corresponding objects of
influence; the section «Results and discussion» presents the results of an experimental study of the effectiveness of
the developed approach on Ukrainian-language text corpora, including metrics of classification accuracy,
interpretation quality and compliance of conclusions with experts' expectations, and also discusses the feasibility of
practical application of the system in conditions of increased ethical requirements; The final section «Conclusions»
summarizes the main scientific provisions of the study, outlines the potential of the proposed approach for further
research in the field of responsible artificial intelligence and its use in the field of information security.

Literature review

Much of the current research on propaganda detection in natural language texts is based on the application
of deep learning methods and transformative architecture models, such as BERT, RoBERTa, and DeBERTa. In
particular, within the framework of the SemEval-2020 Task 11, it was proposed to classify 14 propaganda
techniques in news content, which became the basis for many subsequent approaches to the automated detection of
manipulative techniques. In [7] and [8], it is noted that deep models demonstrate high accuracy, but are limited in
the explainability of their decisions. The authors of [9] investigate the vulnerability of pre-trained language models,
such as BERT, to attacks using deliberate text modification aimed at manipulating the results of propaganda
detection. The main attention is paid to the use of explainable artificial intelligence (xAl) tools, in particular SHAP
and LIME, to identify keywords in texts that most affect the model’s decisions. A similar study was also conducted
by the authors [10], however, coalitional game theory approaches were used here, which allowed us to analyze the
contribution of each linguistic characteristic to the final evaluation of the text, as well as to derive a general
linguistic profile of propaganda in the American media. Unlike the previous study, which investigated how
vulnerable the models are to changes in critical words identified by XAl methods in order to assess their resistance to
deliberate attacks, here the focus is on explaining the model's decisions through the interpretation of linguistic
features that shape the propaganda message.

The authors of [11] emphasize that although modern artificial intelligence algorithms, in particular deep
and machine learning methods, demonstrate high performance in many applied tasks, their opacity and tendency to
biased decisions create serious ethical and practical challenges. These algorithms often operate as "black boxes",
which makes it difficult to interpret the results, especially in the context of complex and sensitive tasks related to
social discourse analysis. In this context, the potential of XAl is explored, which provides new tools for interpreting
and explaining the decisions of machine learning models. The authors analyze XAI as a promising approach to
increase the transparency of systems that detect destructive online content, in particular hate speech and
disinformation.

In our own previous studies [12], we point out the importance of marker-oriented approaches, where the
use of semantic features allows us to link certain linguistic structures with specific propaganda techniques. In such
approaches, visual analytics plays an active role, which improves the interpretability of the results [13].
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Despite the rapid development of artificial intelligence tools, the use of deep language models to detect
propaganda is accompanied by a number of significant limitations. These include insufficient transparency of
decisions, the risk of algorithmic bias, and the inconsistency of individual technical solutions with modern ethical
and legal requirements. Existing approaches focus mainly on increasing the accuracy of classification or on studying
the vulnerabilities of models to manipulative attacks, but they do not pay attention to the issue of ensuring the
interpretability of the results in the context of compliance with the principles of digital justice, user rights protection,
and regulatory soundness.

Therefore, based on the above analysis of existing solutions, the purpose of research is to substantiate the
conceptual foundations and principles of implementing the multi-level approach to identifying propaganda
techniques and objects of influence in text content, taking into account the requirements for transparency,
explainability and responsibility of decision-making.

To achieve the set goal, the following research tasks must be performed:

1. To substantiate the architectural and conceptual principles of a multi-level approach to identifying
propaganda techniques and objects of influence in text content, taking into account the principles of transparency,
explainability and ethical responsibility.

2. To implement a model of primary classification of texts by the presence of signs of propaganda, using
neural network technologies and a probability scale for differentiating messages by the degree of severity of
manipulative influence.

3. To develop a methodology for identifying propaganda techniques at the level of semantic interpretation,
using marker-oriented analysis and built-in means of visual interpretation of results.

4. To propose the approach to identifying objects of propaganda influence, which involves semantic
grouping and establishing logical connections between rhetorical techniques and target concepts mentioned in the
text.

5. To ensure transparency and explainability of model solutions by integrating local interpretation tools, as
well as verify their effectiveness by comparing them with expert assessments.

6. To assess the effectiveness of the proposed system in real-world applications, in particular in the field of
information security, to increase user trust and compliance with legal and ethical standards.

Proposed approach

The research proposes approach that implements multi-level processing of text content to identify
propaganda techniques and corresponding objects of influence. The approach (Fig. 1) consists in decomposing the
initial task of detecting a text containing propaganda, taking into account the requirements for transparency,
explainability and responsibility of the decisions made, into successive tasks:

(1) initial classification of the text for the presence or absence of signs of propaganda;

(2) semantic interpretation of the techniques, with the identification of specific rhetorical or psychological
techniques inherent in the propaganda discourse;

(3) detection of objects of influence aimed at identifying the goals of propaganda influence and establishing
their connection with the corresponding techniques.

2. Identifying 3. Identifying
1. Propaganda propaganda propaganda
Input text detection ~ techniques _ objects
(Propaganda Type (Visual interpretation) (Visual interpretation)

and Evaluation) | Interrelationships object-techniques |

Fig. 1. General scheme of the approach to identifying propaganda techniques and objects

The input data of proposed approach is a text message.

Next, using pre-trained deep learning models, for the first task, using a binary classifier with a probable
result, it is determined whether the text contains signs of propaganda, classifying messages by the level of
probability into one of the categories: “non-propaganda”, “suspicious” or “propaganda”. If the probability of
influence is detected, then we proceed to the second task.

The second task is responsible for detecting propaganda techniques and their visual interpretation. It is used
only for texts classified as «propaganda text». The input text is fed in turn to 17 trained neural network models to
analyze the presence of 17 propaganda techniques [14, 15, 16]:

1. «Appeal to fear-prejudice».

. «Causal Oversimplification».
. «Doubty.

. «Exaggerationy.

. «Flag-Wavingy.

. «Labelingy.

. «Loaded Language».

~N N bW
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8. «Minimisationy.

9. «Name Calling.

10. «Repetitiony.

11. «Appeal to Authority».

12. «Black and White Fallacy».

13. «Reductio ad hitlerumy.

14. «Red Herringy.

15. «Slogansy».

16. «Thought terminating Cliches».

17. «Whataboutismy.

Accordingly, the output data will be an assessment of the presence of propaganda techniques by markers
[17] and a visual interpretation of the results [18].

The third task is responsible for detecting propaganda objects and their visual interpretation. It uses the
results obtained during the implementation of previous methods. It transforms the input data into a set of thematic
propaganda objects with the relationships of the detected objects with propaganda techniques.

Thus, the proposed approach not only ensures the detection of propaganda, but also meets the requirements
for ethical responsibility: in particular, the transparency of models, the user's right to explain the results and the
verifiability of the connections between influence techniques and the objects of their application.

Results and discussion

For the proposed approach, an experimental research was conducted to assess the effectiveness of
propaganda detection, classification of its techniques, and identification of influence objects, with an emphasis on
transparency and interpretation of the obtained solutions.

Text classification by propaganda content, using a hybrid model based on BiILSTM [19] with an additional
level of attention, showed on test datasets an F1-measure value of 0.91 when classifying Ukrainian-language texts
included in the corpus of news and social messages. The value of the Recall metric (0.93) confirmed the model's
ability to identify even weakly expressed forms of manipulative influence.

Recognition of propaganda techniques, using a model based on markers and the BERT architecture [20],
showed effective differentiation between 17 classes of rhetorical techniques. F1-measure values in the range of
0.82—0.88 were obtained for the main categories («Appeal to Fear», «Loaded Language», “»Name Calling»), which
confirms the ability of the system to detect stable patterns even in stylistically heterogeneous texts.

When identifying objects of influence, the results confirmed the feasibility of combining the NER model
[21] with semantic grouping mechanisms. Objects marked not only as named entities, but also through contextual
associations (for example, mentions through pronouns, descriptive names, generalizations), were successfully
associated with the corresponding propaganda techniques. This approach allowed us to avoid fragmentary analysis
and provide a holistic picture of the connections between objects and rhetorical strategies.

Particular attention was paid to explaining the decisions made. The implemented LIME tools [22] provided
an opportunity to illustrate which text fragments were key in determining the technique or object. An example of
using local interpretation is shown in Fig. 2.

opban Text with highlighted words

0.10
BOHE .. - . . = .
e TPEMEPMIHICTD YTOPINHEA BIAPHTE TOMOE] OLKEHIN HACTIPABII «MYCYTbMAHCEKHIT 3aTap 0 HHKAMED
MY CYTEMAHCEKIT IpeMEPMIHICTp YTOPINHES BiKTOP OPBAH 3yIMHHAETECA CIOBO HIETHCA MyCyIBMAHCEKA BTOPTHEHHHI €BPOIT
D2 30KpeM iHil BIacHA Kpaild PPOAH Kaska cepela OUKEHIITE TUTBKA MYCYIbMAHCEK] 3aTaDOHHK SKOHOMIUHI
MIrpasTH : = 2 en e = .
B 21 MITPAHTH IIYKAFTH KPALTHIT KUTTHTB 1714 ¢eOA I1HCHBIH 1HMIA IpaBaa Oararo MHX YeI0BEK IPOCTO ITACIHEL
e MAIOTE MICEIl J7IA IPOKHBAHHHI [TCIHTE OATaThOXHYTE BHTHATE 31 CBOIXA JOMIBOK HEPe3 CIIA POCITE 1HIN
0.02 KpalHHTb 3aCyHYTh CBITh Hic TyIHTh HAICKATH (IHAHCYIOTh HABYAIOTE 030POOIOTH ICHAMCHKHI KHXANHCTITE
oo KpIM Ti XTO ABHO NpHIETKAe KPAIHY 1CIaMI3yBATHTE KPATHY BOHB MAIOTh iCTIaMCEKA TOMIHIOHICTCHKA MO3HIITE
0.0 \ K - B = - . = )
T 3aCHOBAH BUCHHI KOPAH MyXaMMeZ rt IOBIIOMIAE OLKCHII €BPOII — JIXOH «MYCY-TbMAHCEK] 3aTapOHMKID,
0.01 €KOHOMI'HI MITPAHTH ITYKAMTE KPALIHH *KHTTHTE CKA3aTh IIpeM €pMIHICTD YTOPINHHA BiKTOp DPOAH 101aTh
EKOHOMITHL 0ONBIIOH KiTBKICTh MYCYIBMAHHH €C IPH3BECTH MOABE «IIAPATEILHHH CYCIIBCTEY HiMelbKa raseTa bild qoma
2.1 - - = . . . . -

S OymamenrT Xounii IpHIMATH $XOIHIH OiKeHITH OPOAH BiIMOBITE «MH BEAKAEMBIH IIHX YEIOBEK
2.01 MYCYIBMAHCERHH OLKCHIAMI» HATOMICTE *KOPCTKHI [OTITHE CKA3ATh BBA:KAIOTE «MYCYIBMAHCHKHIT M
yTOpITHEA
nm

Fig.2. Using of local text interpretation

For example, in cases where the «Flag-Waving» technique was detected, tokens with high emotional
modality and references to patriotic symbols gained the greatest weight, which was confirmed in LIME
visualizations.

Expert evaluation of the explanations accompanying the automatic conclusions showed a high correlation
between the interpretation of the model and the human perception of the influence structure. The consistency of the
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results obtained automatically with the assessments of experts (Inter-Annotator Agreement at the level of 0.87)

indicates the quality of not only the technical implementation, but also the ethical justification. An example of

comparing the assessment of an expert with the developed software is shown in Fig.3.

€ C @ 127.00.1:5000/analyze * © ® O (¢
Analysis Result:

The set of named entities with semantically close objects according to the analysis of contextual dependencies:
3CY, ORG, BpaHui (0.21), Bynuus (0.17), cynepeyka (0.17), BuukHyTH (0.16)

Aowbac, LOC, ama (0.26), eunusatu (0.22), pazom (0.20), paHite (0.17)

AoHeubkui obnacte, LOC, Bonm (0.17), BuHukHy Y (0.15)

Set of propaganda objects in the text:

!! CmepTb ABOX BilicbkosocnyxGosuis 3CY B ceni Ha [lonbaci

Ha [ i OQVH 3 BilfCh| nyxGoBLiB 3acTpenueca 3 TabenbHol 36pol, konu BpaHUi 3HaiLLIOB NOpy4 3 co6OK MepTBMM CBOro ToBapuLLa no cnyxoi.

3a iHchopMmalLlieio BIaHHA, Maiop | cepXaHT PasoM BUNMBANM Y XWUTNoBoMy ByauHKY, Nicns Horo M HUMW BMHUKNA cynepeyka, aka nepepocna y Giliky Ha noasip't.

Maitop cunbHO Nobus cepxaHTa, Lo TOi BTpaTHB CBIAOMICTb | 3aMep3 Ha BynuuUi. BpaHui silicbkoBocnyxBGoselb BUSBUB ToBapuLa no cnyx6i MepTeumM i 3acTpenuecs 3 TabenbHoi 36por.

Fk nosigomnanocs paxilue, B floHeLbKi# oBnacTi y xutnosomy GyanHKy 3HanLNM MepTBUMI ABOX BilicbkoBux 3CY. 3a iHhopmauieo 3MI, y 0gHOrO 3 HUX, Mariopa, BOrHenanbHe NOpaHeHHs rornoBH, y
npyroro — 3a6oi ronoBu.

Power of techniques used and their associated thematic objects:

The used techniques:

13 Loaded Language. Expressed at 0.582

2. Repetition. Expressed at 0.317

Assessment of propagandistic objects belonging to the used techniques:
{3CY (ORG) Added thematic set: [BpaHui, Bynuus, cynepedka, BuHukHyTu]} Assessments of belonging: [Loaded Language 0.593; Repetition 0.612]
{monbac (LOC) Added thematic set [3ma, Bunusati, pasom, paniwe]} Assessments of belonging: [Loaded Language 0.407; Repetition 0.35]
{moHeubkuin obnacte (LOC) Added thematic set: [Bonu, BuHukHyTH]} Assessments of belonging: [Loaded Language 0.361; Repetition 0.71]

Fig. 3. An example of comparing objects and techniques of propaganda

The use of the «Charged Language» technique is used in the text to describe conflicts and violence, for
example, «CHIIEHO TOOUBY, «3aMep3 Ha BYJHII», «3acTpeluBcs 3 TabenpHOi 30poi». This corresponds to the purpose
of discrediting the Armed Forces and portraying them in a negative light, which corresponds to the expert’s
conclusion.

The use of the «Repetition» technique is used in the form of repeating information about the death of
servicemen and violent actions. Repetition helps to enhance the negative impact and strengthen the negative
impression. This corresponds to the purpose of persuading citizens not to join the ranks of the army, and active
servicemen to resign.

According to the expert’s conclusion (Fig.4), the theses about the alleged abuse of the Ukrainian military
and the demoralization of servicemen were intended to: discredit the Armed Forces, the National Guard and other
military formations in the eyes of Ukrainian citizens; convince Ukrainian citizens not to join the ranks of the
Ukrainian army, and active servicemen to resign from its ranks.

Lli Tean npo HiBUTO 3noBkuBaHHA ykpaiHcekux BilickkoBUX Ta aemopaniaallio
BilicbkoBocnyk6oBUIB Manu Ha MeTi:

ouckpenuTtysat 36porHi Cunu, HauioHansHy MBapmito Ta iHWI Bi-
cbkoBi hopmMyBaHHA B ouax rpomanaH Ykpainu;

nepekoHaTn rpomangaH YkpaiHu He BcTynaty no nae ykpaiHcekoro
Bilickka, a gilounx BicskoBOCNY»KBOBUIR - BBINBHATUCE i3 MOro Nae;

HapgaTu BaknueocTi Telegram-kanany «HaulltaBy» ak mkepeny
HiBUTO yHikanbHux HOBWH, Npo aki «He
poznosicTb» BilicbkoBe koMaHOyBaHHS | Heuwnsy
ykpaTHM IJ.LOG 3aB0I0BATU nosipy Bili- 11 Cmepe gayx BCYusmkos & cene va onGacce

cEkoBOCNYKEOBLIB-MIAMMUCHUKIB, 3 MO- | e
0ANbLIOK MEeTOK CMoHykaTu Ix ginutuce | oemeememmes
iHcbopMauicio, 3okpema, CNYKBOBOTO | e e
TaeMHoOro xapakrepy; S AT KETSRRIN NEpEpac & iy 20 aces
MEROp CHIBHO M3BHN CEEHAHTA, NTO TOT NOTEpAN
Okpemoto cknanosoo kamnaHii ia CBUCBITNEH= | e g

Tatensworo opys

HA MopansHoro saHenany 3CY» € aHOMansHO
senunka kinbkicTe nosigpomnens «HaullltaBy» st ammomervi

WHAOPMEIHM CMH, y AHOTD W3 ik, MAopa.

npo camoryBcTea BilicskoBocnyk6oBuis. 3a N rapore
2019 pik 6yno sadikcoBaHo woHanmeHwe 38 i o
nosigomMneHs, B 2020 - woHanmMmeHwe 19, a B
2021 - 20, y akux He 6yno HaBeOeHO »KoOoHWX pokasis, wo ui icTopil cnpasgi
Manu micue i B Tomy Burnagi, B skomy ue nogaeae Telegram-kaHan.

Fig. 4. Analysis of a text containing propaganda («Center of Strategic Communications» [23])

Overall, the experimental results confirm that the combination of neural network technologies with built-in
transparency mechanisms allows for the creation of systems that can be used not only as an analysis tool, but also as
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an object of public trust. The application of the system in real conditions — in particular, in the activities of cyber
police units and public organizations — revealed its practical value both in terms of efficiency and ethical
responsibility.

Conclusions

The conducted research shows that the combination of neural network technologies with methods of
explainable artificial intelligent text processing allows creating an effective and at the same time ethically balanced
system for detecting propaganda techniques in natural language messages. The proposed architecture provides not
only high accuracy of propaganda content classification, but also demonstrates the ability to identify objects of
influence and establish semantic connections between rhetorical strategies and target concepts.

The results of local interpretation and comparison with expert assessments have demonstrated the relevance
and reliability of the system in the context of ethical responsibility. At the same time, the explainability of decisions,
visualization of influential text fragments and transparency of computational procedures have become the basis for
increasing trust in such technologies both from the user and from regulatory authorities.

In summary, it can be argued that the combination of technical efficiency with legal and ethical guarantees
forms a new paradigm of responsible artificial intelligence, capable not only of detecting information threats, but
also of functioning within the framework of socially acceptable and legally correct practices.
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