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METHOD FOR RANKING THE RELIABILITY FACTORS OF TEXT MESSAGES

In recent years, the problem of information reliability has become a subject of increased scientific interest, which led to
the formation of an interdisciplinary approach that combines methodologies of computer science, psychology, sociology and media
education. Within the framework of the modern scientific paradigm, a comprehensive study of various aspects of this subject is
carried out: from natural language processing and analysis of fake news to the study of the mechanisms of disinformation spread in
social networks, the features of functioning of scientific and political communication, as well as manifestations of information
confrontation.

Despite the existing scientific achievements, the proposed study presents the initial phase of developing a new concept
that involves the use of factor analysis to solve problems related to assessing the reliability of information messages. The main idea
is in transition from an a posteriori to an a priori approach, which allows for a predictive assessment of the data reliability even
before their potential appearance in the information space. Within the framework of the proposed model, a set of factors is
identified that influence the reliability level of text messages. To arrange the specified factors according to their significance degree,
a ranking method is used in combination with semantic modelling based on the language of predicates, which provides a linguistic
Interpretation of the relationships between the elements of the system. Taking into account the expert determination of weight
coefficients for the types of relationships in the semantic network, preliminary weight priorities for each factor are established.
Based on the mathematical formalism of the algorithm for calculating the weight of predicates, a generalized description of weight
sets for relationships of the “influence” and “dependency” types is constructed. This allows forming a system of integrated weight
preferences that determine the factor priority levels in terms of their influence on the reliability of information messages. As a
result, a multilevel model of factor influence is constructed taking into account the additional action of predicates that reflect
semantic relationships in the information space.
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AHJIPIIB Poman

Bigoxpemuenuii ctpykTypHuii miapo3ain «bepexancekuii haxosuii konemk HYBIll Ykpainmy

[1IX Ipuna

HarionanbHuil yHiBepcuTeT «JIbBIBChKA MOITEXHIKaY

METOA PAHXYBAHHS ®AKTOPIB JOCTOBIPHOCTI TEKCTOBHUX
HOBIIJOMJIEHD

Vnpogosx ocTaHHIx pokiB ripobrema [OCTOBIPHOCTI iHGOPMaLi CTasa MpegMETOM MOCUIIEHOIO HAYyKOBOIro IHTEPECY, Lo
3YMOBUIIO POPMYBAHHS MDKAUCUMITTIHAPDHOIO MIAXO04Y, SKWH [OEAHYE METORO/ION KOMITIOTEPHMUX HayK, MCUXO/IOrT, couionorii Ta
MEZIaoCBITH. Y Mexax Cy4acHOI HayKOBOI rapaanrmMu 34IMCHIOETECS KOMIT/IEKCHE BUBYEHHS DI3HOMAHITHUX acriekTiB Lifei TeMaTvku.
B[] 06PO6KM rPUPOLHOI MOBU Ta aHa/i3y esiKoBux HOBHUH [0 AOC/TIIKEHHS MEXAHI3MIB MOLIMPEHHS AE3IHMOPMALIT B COLIa/IBHNX
Mepexax, 0Cob/IMBOCTEN QyHKLIIOHYBaHHS HAYKOBOI Ta MOsIITUYHOI KOMYHIKaLi], @ TaKOX MPOSIBIB IHPOPMALIIVIHOro rMpoTMopCTBa.

TToripn HasiBHW HayKoBmii OPOBOK, y 3arporOHOBaHOMY LOCTIKEHHI MPEACTAB/IEHO 04ATKOBY a3y po3pobku HOBOI
KOHUErLii, IKa Nepesdbayac BUKOPUCTaHHS YaKTOPHOIro aHaslizy A/1s BUPILIEHHS 33BAaHb, 0B 93aHUX 3 OLIHIOBaHHSM AOCTOBIPHOCTI
IH@OpMaLiviHnx roBigomMeHs. OCHOBHA [A€F MONIArae y nepexoqi Bi arocTepiopHoro A0 arnpiopHoro rnigxody, Wo A03BOJISE
34IVicHIOBaTU MPOrHO3HY OUIHKY TpaBanBOCTI AaHux e [0 ix [OTEHUIMIHOI rosBu B IHPOPMALIIHOMYy rpocTopl. Y mexax
3arporioHOBaHOI MOAESTI BUOKDEM/IEHO CYKYITHICTb (DaKTOpIB, SIKi YWHSTb BIVIMB HA PIBEHb [OCTOBIPHOCTI TEKCTOBUX I10BIJOM/IEHD.
g BriopsakyBaHHS 333Ha4YEHUX @AaKTopiB 3a CTYIIEHEM iXHbOI 3HAYyLYOCTI BUKOPUCTAHO METOA PaH)XYBAHHS Yy MOEAHAHHI 3
CEMaHTUYHNM MOAE/IIOBAHHIM Ha OCHOBI MOBM [IPEAVKATIB, O 3a6E3MeYye JIHIBICTUYHY IHTEPNPETaLl0 B33EMO3BA3KIB MK
e/leMeHTamMu CUCTeMH. 3 ypaxyBaHHIM eKCIIEPTHOIO BU3HAYEHHS BaroBUX KOCQILIEHTIB A/ TUIIB 3BA3KIB Y CEMaHTUYHIN MEDEXT
BCTaHOB/IEHO IMOMEPEAHI BAroBi MPIOPUTETH KOXHOIO 3 QakTopis. Ha OCHOBI MaTeMatmyHOro QOpMasiiaMy anaroputMy O64UCTIEHHS
BaroMocCTi NpeanKaTis 34IMCHEHO IoBYAOBY y3arasbHEHOrO OIMICY MHOXWH BarOMOCTI /15 3BS3KIB TUITY <BI/IMB» | «3a/IEKHICTb>,
Lle A03BO/IMIIO CROPMYBaTH CHUCTEMY IHTErPOBAHNX BaroBuX MePEBar, sIKi BU3HAYaroTh PIBHI NMpiopuTeTHOCTI PaKTopIB LYoA0 IXHBOro
BIUIMBY Ha [OCTOBIPHICTb iHGOPMALIVIHIX TOBIAOMIIEHD. Y PE3Y/ILTATI 6y/10 106YA0BaHO 6aratopiBHEBY MOAENL QaKTOPHOIO BII/IMBY
3 ypaxyBaHHSIM [04aTKOBOI Jii NPEANKATIB, IO BIJOBPaXatoTs CEMaHTUYHI 3B A3KU B iHGOPMALIiiHOMY rpocTopi.

Knto4oBi  ¢/10Ba.; [OCTOBIPHICTb TEKCTOBUX I10BIJOM/IEHL, QAaKTOp, CEMAaHTUYHa MEDPEXAE, MOBA IpPEANKATIB, MeToq
parXyBarHs, 6aratopisHeBa MOJEb.

Introduction

Assessing the reliability of text information messages is a critically important problem in the conditions of
a modern information society. The rapid development of digital technologies, the mass distribution of the Internet
and social media, as well as the growth of the generated information volume necessitate the development of efficient
means for determining the veracity, reliability and quality of the received data.

In recent years, the topic of information reliability has attracted the attention of a wide range of researchers
who apply an interdisciplinary approach, combining the achievements of computer science, psychology, sociology
and media education. In the area of modern scientific approaches, various aspects of the problem are studied, in
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particular, the natural language processing and the analysis of fake news, the spread of disinformation in social
networks, the features of scientific and political communication, as well as information wars.

Within the modern research framework, algorithmic and analytical approaches are actively being developed
aimed at identifying signs of manipulative influence, analysing sources of information dissemination and
determining its reliability degree [1, 2]. The involvement of the latest data processing technologies, in particular
machine learning and artificial intelligence tools, significantly increases the efficiency of assessing information
flows, helping to minimize the negative impact of destructive content on social processes, as reflected in the work
[3]. The intensive development of artificial intelligence technologies, machine learning methods, linguistic analysis
and neural network architectures ensures increased efficiency in processing text and multimedia data [4, 5]. The
efficiency of the application of artificial intelligence and machine learning methods in the cybersecurity field with
an emphasis on their ability to detect threats and anomalies is reflected in the work [6]. The study [7] highlights the
use of multimodal methods for recognizing fake news based on semantic information, while drawing the attention to
the loss of relevant surface-level data due to the focus exclusively on deep content features. The work [8] presents a
taxonomy of models, machine learning and deep learning functions used to detect fake news based on content
analysis. Despite the achievements in the automation of identifying false information, no effective solutions have
been proposed to improve the accuracy of classification or adapt to new formats of manipulative influence. The
authors of this publication [9] analyse the use of neural networks in the tasks of detecting fake messages. The
efficiency of the considered approaches is assessed based on a comparative analysis of strategies, methods for
assessing errors and accuracy of results on different data samples.

The goal of these studies is to provide scientists with guidelines for selecting relevant criteria and optimal
methods for solving applied problems of intellectual analysis of manipulative content [10]. A detailed review of
methods for detecting and generating deepfakes is carried out, current challenges for detection systems are
highlighted, and potential ways to overcome them using deep learning are outlined. At the same time, the results of
empirical testing of the efficiency of the proposed solutions in real conditions remain unpublished. The study [11]
focuses on analysing the problem of radicalization of large language models, identifying semantic vulnerabilities
and shortcomings in the learning process based on human feedback. The main attention is paid to theoretical
aspects, while practical recommendations for the implementation of protection mechanisms are absent. The
publication [12] considers the problem of manipulative influence by artificial intelligence systems. Criteria for
assessing the level of manipulation are proposed, and the emphasis is placed on the need to create transparent
decision-making systems capable of counteracting external influence. However, the study does not provide clear
quantitative metrics and efficient methods for assessing this level.

Despite the existence of significant scientific achievements in the relevant area, the article describes the
initial phase of a new concept, the essence of which is to apply factor analysis to solve the problem of assessing the
reliability of information messages. It is proposed, in contrast to the known approaches to a posteriori assessment of
news, to apply a strategy of a priori, predictive establishment of the data veracity even before their probable
appearance in the media space. Within the framework of the specified approach, a set of factors affecting the data
reliability is taken into account, the mechanism of formation, assessment and consideration of linguistic
relationships between the identified factors, reflected in the graph semantic network, is revealed, on the basis of
which a multilevel graphical model of the priority influence of factors on the reliability of text information messages
is developed using the ranking method [13].

Ranking of Reliability Factors of Text Messages
The basis for applying the ranking method to develop a multilevel graphical model of factors influencing
the reliability of text messages is considered to be a semantic network — a formalized means of displaying
relationships between factors and indicators of the reliability of news data content (Fig. 1). In this case, the set of
specified criteria has the following formalized representation:
X:{xl,xz,x3,x4,x5,x6,x7,x8}’ )

where ™ s professionalism of the author, s objectivity of the author, % is informativeness of the

message context, ** is a source of information, ™5 is fact checking, *¢ is multiple publication (verification through

Xg

the search for multiple publication), 7 is refutation and criticism, ** is social trust.
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Fig. 1. Semantic network of reliability factors of text messages

The prerequisite for obtaining the specified levels (ranks) of the reliability factors of text messages is the
calculation of the numerical weight priorities of the specified factors without regard to the presence of predicates
that determine the linguistic type of relationships between the factors. To synthesize a multilevel graphic model of
the priority influence of the selected criteria, a shortened version of the mathematical interpretation of the ranking
method will be presented [14-16].

Suppose % is the number of influences or dependencies for the I _th type of relationship and J -th factor (
J =l ); Wi is the weight of the I _th type of relationship. Suppose =1 determines the influence of the source
factor on the receiver factor, ! =2 is the dependency of the factor on the factor. In addition, for influences, the
weights will be positive, i.e. w >0 , for dependencies will be negative, i.e. w, <0 . The final weight values of the
influence of factors on the reliability of test data, taking into account the types of relationships, will be denoted by

Sy , the value of which is obtained from the expression:

2 n
Sy = ZZfoWi

the variable

i=1 j=1

where 7 is a conditional factor number [16].

Since, according to the stated prerequisites 5, <0
A, :max|Szj|, (j=12,...n)

the value ’/

2 n
SF]. = ZZ(ZU.WI. + max|S2j|)

2

, the values obtained in the calculations are corrected by

, after which the formula (2) will take the following form:

i=1 j=I , (3)
Sy . . .
where 7 is the final value of the numerical degree of a factor influence on the process.
Experiments
Quantitative indicators of influences and dependencies between factors are presented in Table 1.
Table 1
Quantitative indicators of relationships between factors
Factor name Designation Number of influences Number of dependencies
Professionalism of the author X1 5 0
Objectivity of the author X2 3 2
Informativeness of the context X3 3 2
Source of information X4 6 0
Fact checking X5 1 5
Multiple publication X6 2 2
Refutation and criticism X7 1 6
Social trust X8 0 5
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Let one assume the following values for the weights of both types of relationships: w =10 , 2T -10
conditional units. The calculation results are presented in Table 2.
Table 2
Calculated data of preliminary ranking of factors
bi z,; z,; S, S,; Sy Levels
1 5 0 50 0 110 2
2 3 2 30 -20 70 3
3 3 2 30 -20 70 3
4 6 0 60 0 120 1
5 1 5 10 -50 20 5
6 2 2 20 -20 60 4
7 1 6 10 -60 10 6
8 0 5 0 -50 10 6

Let one pay attention to the peculiarity of calculating the value S in Table 2. The value
A, = max|S, | =60 . , Sy . : ,
causes an increase in the real values of the variable ~% by 60 conditional units to obtain
positive values when setting the preliminary numerical priorities of the factors.
The next step will concern the mathematical interpretation of the algorithm for determining the weight of
predicates [14], which will ensure the establishment of the final levels and the corresponding weight values of the
priority of factors. Let one introduce the indicator of the influence of the predicate in the form of a weight

coefficient 7, which will determine the strengthening or weakening of the relationships between the factors for the
! -th type of relationship and the P _th predicate. Let one recall that * = 1 identifies the influence of one factor on

another, 1=2 isa dependency. The predicate number is denoted by the variable I,
Let one specify the values of the weight coefficients of the predicates in a table.

Table 3
Weight coefficients of semantic network predicates

i Predicates of influence k]p Predicates of dependency kZp

1 1
1 determines 5 is determined 5
2 forms 5 is formed 5
3 conditions 4 is conditioned 4
4 becomes the basis 5 is based 5
5 foresees 3 is predicted 3
6 takes into account 3 is considered 3
7 acts 4 receives 4

In addition to the quantitative information in Table 3, the following initial data will be additionally used:
the number and type of predicates for each of the factors, reflected in the semantic network in Fig. 1; the linguistic
essence of the predicates, reproduced in the specified table. Thus, one has a sufficiently complete initial database for
the formation of a certain set for each of the factors, the elements of which correspond to the weight coefficients of
the predicates. The numerical values of the elements of these sets will provide the calculation of the weight
identification of the predicates and the final weight priorities of the factors. The sets of the weight coefficients of the

predicates are denoted by WIJ  where I determines the type of relationship, J' determines the conditional factor
number. For the type of relationship "influence", the generalized description of the sets of the weight of the
predicates for the factors of the semantic network takes the following form:

x, W1l :{kl,pz;kl,p3;kl,pS;lih;kl,pg}_ x, c W12 ={kl,p5;kl’p7;kl,px} .

El 5

klsps ;klslls ;klsps ;k1=1’7 ;kLPs } .

N2

x, cWl13= {k1,p5 ;kl,p(,;kl,p7;kl,p3} X, < w14 = {kl

; 4
x e Wis={k, | xcwie={k,:k,} xcw7={k,} x cwi8={0} ”
According to the values of the weight coefficients from Table 3, one obtains:
X CW11={453,3;5} x,cMI12={544} x,cW13={53;5}
X, cW14={4;4;3;5;5;5}; ;5 cW15={4}; X, c’W16={3;5}; ’ )
x, cW17={5} x, cW18={0}
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For the type of relationship “dependency”, the expressions are omitted similarly to (4) and immediately the
sets are written (6), using the description of the semantic network and the numerical weights of the predicates. In

this case, for W%/ one has: 1 =2; /=18
x, cW2l= {0} X, cW22= {4;4} X, cW23= {5;4} )

x, cW24= {0} X, W25 :{3;5;5;3;3}. X, W26 :{3;3} ) ©)
X, C W27 ={3;4,4,545} x, cW28={5,4,55;5}

For the convenience of using sets (5) and (6), the average values are calculated for each of the factors
taking into account all the components of the sets. They express the generalized coefficients of strengthening or
weakening of the factor action in pairwise interaction with each other and ensure their integral influence on the
reliability of text data. The corresponding calculations are performed taking into account the numerical values given
by sets (5) and (6).

Finally, the calculation is performed according to the formula, the logic of which is described above.

d Z(VVU/ZU) _12 ]_12 8

, (M
wij

where:  are elements of sets (5) and (6); % is a number of elements in sets.

The weight values of the factors E are obtained after multiplying the weight priorities S in Table 3 by the

coefficients dy . Since for the types of relationships "dependency" sz <0 , one proceeds (as above) as follows. The

obtained numerical results are shifted by the value | | )
Finally, an expression is obtained for calculating the weight prlorltles of factors:

P, :INT(Z;Z‘(%SU +maX|sz|)j
= 8

The weight priorities of the factors, performed according to the formula (8) using the data of Table 2 and
the influence of predicates, provide the next iteration of the factor ranking process, presented in Table 4.

Table 4
Ranking of reliability factors of text data taking into account semantic network predicates
J dlj d, J Slj A j S, j Pz‘,' P, i Rank Priority level
1 4.2 0 50 210 0 0 450 7 2
2 2.6 4 30 78 -20 -46 272 5 4
3 4.3 4.5 30 129 -20 -90 279 6 3
4 4.3 0 60 258 0 0 498 8 1
5 4 3.8 10 40 -50 -190 90 3 6
6 2 3 20 40 -20 -60 260 4 5
7 5 4.2 10 50 -60 =252 38 2 7
8 0 4.8 0 0 -50 -240 0 1 8

The final multilevel factor model is presented in Fig. 2.

The model is obtained as a result of the next iteration of the process of assessing the effect of a set of
factors on the reliability indicator of text messages, taking into account the influence of semantic network
predicates. The previous stages of determining the importance levels of factors are implemented on the basis of the
semantic network and the method of hierarchy analysis, which is based on the reachability matrix. The final result is
obtained on the basis of the ranking method, which takes into account the number of types of relationships between
factors and their conditional weight values. The listed means significantly depend on the expert (subjective)
assessment of the numerical parameters used, therefore they cannot be considered decisive steps for making an
adequate decision regarding the final weight priorities of factors in the process of assessing the reliability indicator
of text information messages. In view of the above, the future stage of the study will consist in optimizing the
weight values of factors using the pairwise comparison method.
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RELIABILITY INDICATOR OF TEXT MESSAGES

A 4

< A source of information X4

< Professionalism of the author X1
< Informativeness of the context X3
< Obiectivity of the author X2
< Multiple publication X6
< Fact checking X5
< Refutation and criticism X7
< Social trust X8

Fig. 2. Multilevel model of reliability factors of text messages taking into account the influence of semantic network predicates

Conclusions

The conducted research confirms the growth of scientific interest in the problem of information reliability,
which contributed to the formation of an interdisciplinary approach that combines the methodological principles of
computer science, social disciplines and media education. Within the framework of the proposed concept, the
feasibility of moving from an a posteriori to an a priori approach in assessing the reliability of text messages is
substantiated. This approach allows predicting the reliability level of information even before its appearance in the
information space, which has practical value for countering disinformation and manipulative content.

The developed model is based on the identification of key factors that affect the reliability level of
messages and their ordering by significance degree. For this purpose, the ranking method is used in combination
with semantic modelling based on the language of predicates, which makes it possible to linguistically interpret the
relationships between the elements of the system. The involvement of expert assessment in determining the weight
coefficients for the types of relationships in the semantic network allows the formation of a preliminary system of
weight preferences.

Based on the constructed mathematical apparatus, the formalization of weight sets for relationships of the
type "influence" and "dependency" is carried out, which makes it possible to form a generalized system of integrated
priorities of factors. As a result, a multilevel model of factor influence is constructed taking into account the
semantic structure of the information space, which can be used as the basis for future tools for automated assessment
of the reliability of information messages.
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