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The fuzzy-associative metaheuristic approach addresses the urgent task of developing a marketing decision support
system based on a fuzzy trained associative rules expert system, aimed at improving the accuracy and efficiency of consumer
preference analysis. The proposed system combines the interpretability of fuzzy logic with data-driven learning via associative rules
and parameter identification using an adaptive multi-agent optimization method. To achieve this goal, associative rule learning
techniques (Apriori and FP-Growth) were used to extract frequent consumer behavior patterns. A fuzzy expert system was
developed, in which the parameters of membership functions are optimized by the Adaptive Vibrating Particle System (AVPS)
metaheuristic. Unlike traditional vibrating particle systems, AVPS integrates iteration-dependent control of particle positions,
enabling global search in early iterations and local refinement at later stages, thus improving convergence speed and solution
precision. The architecture was implemented using Python-based tools (TensorFlow, Keras, Pandas, mixtend, Scikit-Fuzzy), and
validated on the “"Consumer Behavior and Shopping Habits” dataset. The fuzzy expert system achieved an accuracy of 0.98,
outperforming human experts (0.80), traditional VPS optimization (0.93), and backpropagation-based training (0.90). The system
also reduces reliance on manually tuned parameters and increases robustness to data incompleteness and noise. Scientific novelty
lies in combining a fuzzy associative rule-learning framework with AVPS-based optimization, offering a scalable and interpretable
decisfon-making mechanism. The developed system contributes to the advancement of intelligent recommendation engines,
personalized marketing tools, and decision support systems in consumer-oriented analytics.
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decision support systems.

€sren ®PEJIOPOB, Mapuna JIEIIIEHKO, Terasna CAXHO, Bnagucnas IIACEHKO

YepKachKuil IepKaBHUI TEXHOJIOTTYHUI YHIBEPCUTET

Onena KPABYEHKO

Yepkacbkuil HalliOHAIBLHKI yHiBepcuTeT iMeHi bornana XMenpHUIBKOTro

CACTEMA HII[TPI/IMKI/I“HPI/H?IHHTTH MAPKETHHI'OBHUX PIIIEHb HA OCHOBI
HEYITKOI EKCIIEPTHOI CUCTEMMH, HABYEHOI ACOUIATUBHUM ITPABHJIAM

Y cTartTi 38MpPOoNoHOBaHO PO3BA3aHHS aKTYa/IbHOI HayKOBO-PUK/IEGAHOI 3a4a4i CTBOPEHHS CUCTEMU MATDUMKU MPUIHSTTS
MapKETUHIOBUX PILLIEHb HA3 OCHOBI HEYITKOI eKCIIEpTHOI CHCTEMY, HABYEHOI acoLliaTuBHUM ripaBmnsiam. Po3pob/ieHa cucTemMa rnoeaHye
MIPO30PICTb  HEYITKOro JIOMYHOro BUBOAY 3 MOXJIMBICTIO CAMOMABYAHHS HA OCHOBI 33KOHOMIPHOCTEN Janux. IAeHTugikalis
rapameTpis QyHKUIY HaNeXHOCTI 34IMCHIOETBCS 3@ [OMOMOIo agarnTuBHOMO My/IbTUAreHTHOIO METAEBPUCTUYHOMO METO4y —
ananTuBHoi cuctemu Bibpyrounx YactmHok (AVPS). 3anporioHoBaHa cicTeMa afarnTye MOBELIHKY YacTUHOK, 3a/IeXHO Bi HOMepa
frepauii; wo 3a6e3neyye eekTUBHM 3ara/ibHui MoLYK HA OYATKOBUX €Tanax Ta LiIboBE BAOCKOHA/IEHHS PillieHb Ha QIHa/TbHUX
CTagiax. [1a HaBYaHHs acouiatvBHUM paBuiaMm y AOCTIIKEHHI Oy/im BUKDUCTaHI BigoMI anroputmu Apriori 1a FP-Growth, a
porpamHa  peasnizalia 34iIMcHeHa 3 BUKOPUCTaHHAM  6ibniotex TensorFlow, Keras, Pandas, mixtend T1a Scikit-Fuzzy.
EKCrIEPUMEHTAIbHE [OCTIMKEHHS], 14O 34IMCHEHO HA OCHOBI Macusy AaHux 1po CIIOXUBYY MOBELIHKY Ta KITIEHTCbKI repeBart,
MIATBEDANIIO BUCOKY TOYHICTB 3arporoHoBaHoi cuctemu (0.98), o nepesuLLye pe3ysibTaTu TpaamuUiiHoi BI6pauiviHoi ornmumizaLii
(0.93), HaB4YaHHS1 3/ 3BOPOTHUM rowmpeHHsM romusikm (0.90) Ta ouiHku, HagaHi excrieprom (0.80). 3anporioHosaHa y crarti
CUCTEMA CTIVIKa O HEMOBHOTYU AAHMX [ LLIYMIB, @ TAKOX y3ara/ibHIOE 38KOHOMIPHOCTI 38 TaKuMu O3HaKamy, SIK BiK, CTaTb [ Kateropis
TOBapy. HaykoBa HOBU3HA AOC/TKEHHS IMO/ISArae B IHTErpaLlii agantmBHoi metaespuctukn AVPS y ripolec HaBYaHHS HEYITKUX
EKCIIEPTHUX CUCTEM. 3arpOMOHOBAHE PIIEHHS € MAaclTab0BaHuM [ MPpUAATHUM /1S 3aCTOCYBaHHS B  IHTE/IEKTYa/IbHUX
PEKOMEHAALIIHNX CUCTEMAX, TEDCOHAIIZ0BAHOMY MAPKETUHIY Ta MPUAHSITTI CrIOKUBYUX PILLIEHS.

KImo4oBi  C/108a: HEYITKA EKCrIEPTHa CUCTEM3, AacoLiaTvBHI [pasusa, AaAarTuBHI METaeBpUCTUKY, MOAETOBAHHS
CrIOXUBYNX YII0406aHb, MIATPUMKE MPMUHSTTS MaPKETUHIOBUX DiLLIEHb.
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Introduction

Consumer preference decision making systems are being actively developed nowadays. Such decision-
making systems based on consumer preferences use machine learning algorithms, big data analysis, and artificial
intelligence to personalize services during marketing research.

The aim of the research is to improve the efficiency of decisions about consumer preferences by creating a
fuzzy learning associative rules expert system.

To achieve the goal, the following tasks were set and solved:

1. To choose methods of associative rules learning

2. To develop a fuzzy associative rule learning expert system to support decision making about consumer
preferences.
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3. To select the quality criterion for the proposed fuzzy associative rule learning expert system.

4. To create a metaheuristic method based on adaptive vibrating particle system to determine the
parameters of the proposed fuzzy associative rule learning expert system.

5. To conduct a numerical study.

To determine the parameters of fuzzy learnable associative rules of expert systems, optimization methods
are now actively used.

Existing optimization methods have one or more of the following disadvantages:

- have a high probability of hitting a local extremum;

- have high computational complexity;

- do not guarantee convergence.

This raises the problem of insufficient efficiency of optimization methods, which needs to be solved.

Related works

Regression [1] and autoregressive [2] methods are usually used to create systems for making decisions on
consumer preferences based on machine learning.

A knowledge base (most often in the form of product rules) and an inference mechanism are used to create
systems for decision-making on consumer preferences based on expert systems [3]. The disadvantages of such
systems include the fact that they operate only with quantitative estimates, while the operator is easier to work with
qualitative estimates, as well as the lack of automatic selection of rules.

Associative rule learning methods are used for automatic rule selection [4]. The disadvantages of such
methods include the fact that there is no provision for working with real features.

Fuzzy expert systems are currently used to simplify the interaction between a human and a computer
system. They usually use the fuzzy inference mechanism of Larsen, Mamdani, Tsukamoto and Sugeno [5]. The
disadvantages of such systems include the fact that the procedure for determining their parameters is not automated
[5].

Metaheuristics (or modern heuristics) are used to find a quasi-optimal solution to optimization problems
faster and reduce the probability of hitting a local extremum [6-10]. Metaheuristics extend the capabilities of
heuristics by combining heuristics based on a high-level strategy [11-15].

Existing metaheuristics have one or more of the following drawbacks:

- Insufficient accuracy of the method [22];

- only an abstract description of the method is available or the description of the method is focused on
solving only a certain problem [16];

- the procedure for determining parameter values is not automated [20];

- the influence of iteration number on the solution search process is not taken into account [17];

- there is no possibility to solve conditional optimization problems [21];

- there is no possibility to use non-binary potential solutions [19];

- convergence of the method is not guaranteed [18].

This raises the problem of constructing efficient metaheuristics for optimization [23,24].

One of the popular metaheuristics is the vibrating particle system [25], which belongs to multi-agent
metaheuristics.

Research methods

1. Associative rule learning methods.

Associative rule learning methods (finding relationships) allow us to identify frequent combinations of data
elements and use the discovered patterns for decision making. In this paper we propose to use Apriori and FP-
Growth based methods

1.1 Learning associative rules based on Apriori method.

The Apriori method [4] can utilize information such as support and validity.

Support Support (A) is the ratio of the number of data table rows that contain feature set A to the total
number of data table rows, i.e., as the probability of occurrence of data table rows that contain feature set A.

Support (ALB) is the ratio of the number of rows of the data table that contain a set of features both A and
B to the total number of rows of the data table, i.e., as the probability of occurrence of rows of the data table
containing a set of features both A and B.

Confidence (confidence) evaluates the mutual dependence of elements A and B and for rules of the type
A=B is calculated in the form of

Confidence(A=B) = Support(ACB)/Support(A)

If the confidence is O (i.e., the number of rows in the data table that contain the feature set of both A and B
is 0), then A and B are independent. Since rules from BzA are not considered, Confidence (A=B)e[0,1].
Confidence corresponds to the conditional probability P(B|A).

Instead of credibility are often used:

- lift:
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Lift(A=B) =Support(AB)/(Support(A)Support(A));

- conviction:

Conviction(A=B) =(1-Support(B))/(1-Confidence(A=B)).

Threshold settings can be used to adjust the maximum number of features in the feature sets; the minimum
confidence for the rule under consideration; and the minimum support for the feature sets under consideration.

The modified Apriori method consists of the following steps:

1. Discretization of feature values.

2. Number of features in the set e=1.

3. Supports are calculated for all sets of e features.

4. The feature sets are selected, whose supports are not less than the minimum support.

5. If e is less than the minimum number of features and there are frequencies of the selected feature sets
(number of rows of the data table containing these feature sets) not less than 1, then e=e+1, go to step 3.

6. Validities for all rules formed from the selected feature sets are calculated.

7. The rules whose plausibility are not less than the minimum plausibility are selected.

The computational complexity of the Apriori method is 2°-1 or O(27), where J represents the number of
columns (features) of the data table and 2’-1 represents the power of the set of all possible feature sets except the
empty feature set.

Associative rule learning based on the FP Growth method.

FP-Growth method [4] overcomes the disadvantages of Apriori method by using FP-tree (Frequent Pattern
tree) and therefore avoids multiple scans of the data table and building a set of all possible feature sets. On the other
hand, the FP-Growth method is more difficult to understand and implement than the Apriori method and also
requires storing tree structures.

The FP-Growth method consists of the following steps:

1. Discretization of feature values.

2. Frequency for each trait is calculated (the number of rows in the data table containing that trait).

3. The initial data table is transformed as follows: only those attributes (columns) are selected whose
frequency is not less than the minimum frequency, and the attributes (columns) in the new table are ordered by
decreasing frequencies.

4. An FP-tree is created, which stores information about the sets of selected features and their frequencies,
as follows: the features are inserted into the FP-tree in the order in the row of the new table, and if a node already
exists for a feature in the FP-tree, its frequency is incremented, otherwise a new node is created in the FP-tree for
this feature, the frequency of the new node is set to 1, and the new node is linked to the node of the previous feature
of the row of the new table.

5. A Conditional Pattern base is created for each selected feature, which consists of all paths (sequences of
nodes in the FP-tree) to that feature and the frequencies of those paths.

6. A CFP tree (Conditional Frequent Pattern tree) for each selected feature is created, i.e., the FP-tree is
split into smaller CFP-trees, as follows: a CFP-tree contains the part of a path that occurs in all paths of the
conditional pattern base of that trait, and the frequency of that part of the path, which is computed by summing the
frequencies of all paths of the conditional pattern base. There is no CFP-tree if there is no common path part.

7. A Frequent Pattern is created for each selected feature by combining that feature with the CFP-tree of
that feature.

8. Validities are computed for all rules generated from the frequent patterns.

9. Rules whose plausibility are not less than the minimum plausibility are selected.

The computational complexity of the FP-Growth method is O(J?), where J represents the number of
columns (features) of the data table, and the maximum CFP-tree depth for each feature

2. A fuzzy associative rule learning expert decision support system for consumer preferences

Consumer preference analysis is based on various information including age, gender, product category. A
fuzzy associative rule learning expert system is proposed to make decisions about consumer preferences, which
involves the following steps:

1. The linguistic variables formation.

2. The fuzzy knowledge base formation.

3. The Mamdani's fuzzy logical inference mechanism formation:

- fuzzification;

- sub conditions aggregation;

- the conclusions activation;

- the conclusions aggregation;

- defuzzification.

4. The parameter identification based on metaheuristics.

2.1 Formation of linguistic variables.

The explicit input variables selected were:

- consumer's age Xi;
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- consumer's gender identifier xy;

- product category identifier xs.

As linguistic input variables were chosen:

- age of the consumer %; with its values &,,; = young, &, = middle — aged, @,; = old, whose value
areas are fuzzy sets Ay = {(xy, ua,, 1))} A1z = {(x1, 1z, )} Ars = {(a, a, ()3

- consumer's gender %,with its values @,, = male, &@,, = female, for which the areas of values are fuzzy
sets Ayy = {(x2, Ua,, (x2))}s Azz = {(x2, ta,, (X2))},

- product category %swith its values &;; = clothing, &;, = footwear, &;; = outerwear, @z, =
accessories, whose value areas are fuzzy sets As; = {(x3, pa,, (3))} Asz = {(x3, tha,, (x3))}, Az =

{(xc3, a,, (x3))} Ay = {(x3,ma,, (x3))}
As a crisp output variable the identifier of the product name was chosen ;

As a linguistic output variable was the product name V with its values backpack 8, =backpack,..., ;s =

t — shirt, whose value areas are fuzzy sets B, = {(y, ug, )} - Bas = {0, i, )}

2.2 Formation of a fuzzy knowledge base.

Fuzzy knowledge is represented in the form of the following fuzzy rules, which contain a linguistic output
variable:

R™ IF %, is &; AND %, is @,; AND ; is &, THEN 7 is B,

These fuzzy rules are formed on the basis of the method of inventing associative rules.

2.3. Formation of Mamdani's Fuzzy Inference Mechanism.

2.3.1. Fuzzification.

The degree of truth of each sub-condition of each rule is determined using the membership function
Wiy (i)

As membership functions for the subconditions, we selected those based on the density function of the
symmetric generalized Gaussian distribution (excluding the normalization factor), i.e.

pe-pplPie) =
a0 = exp (24 ) 1 €13
ik
where s;;, — is a scale parameter, s;;, > 0, u;;, — is a localization parameter, f;, — is a shape parameter,
Bi > 0. . _
Sik» Uik, Bix — are membership functions parameters.
This function, with the appropriate selection of parameters, can be a U-shaped membership function, an S-

shaped membership function, or a Z-shaped membership function.
2.3.2. Aggregation of subconditions.

Membership functions of the condition for each rule R are determined based on the minimum value
method:

MLy A oy 1 X2 X3) = s {“ﬁi.f(n.t) (xi)}’
where f — is a function that returns the value index of the i-th linguistic input variable of the n-th rule and

is defined based on association rule learning.
2.3.3. Activation of conclusions.

. . . n . -
membership functions of the conclusion for each rule R" are determined, based on the minimum value
method:

g ) = min{pys 1 G X %), Mg ()
where g — is a function that returns the value number of the linguistic output variable of the n-th rule and is
determined based on learning association rules. A piecewise linear triangular function was chosen as the
membership functions of the conclusions, i.e.
0, y<en

y—ém
—, ep<y<u,

Um—é; )
5 =!m_m ,m € 1,25,
g, 6% :m_ uy L u, <y<u,

0, Y = Up
where €p,,U,,V, —are a membership function parameters.
In the case of such a membership function, the kernel of each fuzzy set B, is is defined as:
ker By, = {y € Y|ug, (y) = 1} = {un}.
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2.3.4. Aggregation of conclusions
The membership functions of the final conclusion, which includes the linguistic output variable, were
determined based on the maximum value method:
up(y) = max{ug ()}
- - n g(n)
2.3.5. Defuzzification
The product name identifiers were determined based on the maximum membership principle:
Zyey by Oy
f=———— Y ={1,...,25}.
Yyey kg () l { }
3. Quality criterion for the proposed fuzzy associative rule learning expert system.
As the quality criterion, the objective function F was chosen to represent system accuracy as the
probability of correct decisions about consumer preferences:

1

F=2 p=1[yp=dp]_’mng
__(L p=q
[p_q]_{()’ piq’

where d,, —are the test identifiers of the product,

¥, — are the identifiers of the product name obtained as a result of fuzzy logical inference,

P — are the number of test implementations,

6 = (S11,U11, B11 s+ -+ S340 U34s P34, €1, Uq, Ve, - -+, €25, Ugs, Vas) — IS @ parameter vector of the membership
functions.

4. A Metaheuristic Method Based on an Adaptive Vibrating Particle System for Determining the
Parameters of the Proposed Fuzzy Associative Rule-Based Expert System.

In contrast to the traditional vibrating particle system, this method adjusts the particle position based on the
iteration number, allowing for controlled convergence speed. This approach ensures global search capabilities
during initial iterations and enables local search during the final stages. The parameter vector of the membership

functions O corresponds to the position vector of a single particle X . The objective function used is the quality
criterion (1).

1. Initialization.

1.1. Specification of the constant a (typically 0.05), the probability p, the probability p#™ for selecting
the harmony generation strategy (the harmony is either chosen from the harmony memory or generated randomly);
the probability pP4Rfor controlling the modification of a harmony selected from memory (the harmony is either
modified or left unchanged); the parameter § used to generate a new position; and the relative importance weights
wy, Wy, wy (typically 0.3, 0.3, and 0.4), with the conditions 0 < § < 1 andw; + w, + w; = 1.

1.2. Specification of the maximum number of iterations N, the population size K, the harmony memory size
K™, the length of the particle position vector M (corresponding to the length of the parameter vector of the
membership functions), and the minimum and maximum values of the position vector x}”i", X" j € 1,M.

1.3. Setting the cost function (objective function)

F(x) — mxin

where x — is the particle position vector.

1.4. Creating the initial population P

1.4.1. Particle numberk =1, P =@

1.4.2. Randomly generating the position vector x;

Xie = (Xitsenor Xim ) Xiej = x}"i” + (" - xjmi")U(O,l),

where U(0,1) is a function returning a standard uniformly distributed random number.

143.1fx, € P,toP=PU{x},k=k+1

1.4.4.1f k < K, then go to step 1.4.2

1.5. To sort P by the objective function, i.e. F(x;) < F(Xx4+1)

1.6. To slect the best (first) K harmonies from P into the Pharmonies memory.

1.7. To determine the particle that is best by the objective function:

k* =arg mkinF(xk), ke1lK, x* = X+

2. Iteration number n=1.
3. Calculating of the decay function (considered to be analogous toexp( — yn))

-a
D(n) = (%)
4. Calculating of good and bad particles by the objective function
4.1. To order P by the objective function, i.e. F(x;) < F(Xxy41)
4.219°°% = round(1 + (K/2 — 1)U(0,1)), x9°°? = x,go0a
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4.3.1%% = round(K/2 + 1+ (K/2 — 1)U(0,1)), x> = x,paa,
where round () is a function that rounds a number to the nearest integer.
5. Modification of position based on free vibration
5.1. Particle number k=1

0, p<4

52.1=U(0,1), ws = {0.4 N

5.3. Calculating the initial amplitude of oscillations
A = wy (" — x3) + wy (x99 — x,) + wy (x4 — x).
5.4. Modifying the position
5.4.1. 134 = U(0,1), 1yxj = U(0,1), 754 = U(0,1),
Xj = wi(D(M)Agjri; + %) + Wy (D(n)AyjTok; + xjgwd) + +w3(D(W)A;r3ij + %D, j € LM
5.4.2. x; = max{ x}"i",xkj}, Xj = min{ xj"“, xy;}
55.1f k < K,thenk =k + 1, go to step 5.2
6. Modification of positions based on harmony memory.
6.1. Particle number k = 1
6.2. Component number j =1
6.3. If x;j € [x/™" — x/"*], then go to step 7.8
6.4. If 2 > pHMER then x;; = /™™ + (x]"™ — x/"™)U(0,1), go to step 6.8
6.5. Harmonyx,,, is randomly selected from the harmony memory, and
m = round(1 + (K™ — 1)U(0,1)).
6.6. If U(0,1) > p"4%, then x;; = x,,;, 9o to step 6.8
6.7. Generate component j of position x; from component j of harmony x,,
6.7.1. xp; = Xpm; + (" — 2™ (—1 + 2U(0,1))
6.7.2. x; = max{ x}”i",xkj}, Xj = min{ x;"*, xy;}
6.8.1fj <M, thenj =j+1,g0tostep 7.3
6.9.1fk < K,thenk =k + 1, go to step 7.2
7. Positions are placed in the harmony memory
PM =PpuPpM
8. To orderPMby the objective function, i.e. F(x;) < F(xx4+1), and keep in the harmony memoryK ™ best
(first) harmonies.
9. To determine the best particle by the objective function
k* =arg mkin F(xp), k€1,K
10. To determine the global best position
If Fx,+) < F(x"), then x* = x;»
11.Ifn < N,thenn=n+ 1, go to step 3
The result is x*.

wy, =1 — (w; + ws)

Experiments

The numerical study of the proposed approach was conducted using the «Keras» submodule of
«TensorFlow». The Pandas library was employed to fill in missing values via linear interpolation, as well as to
perform input/output operations for tabular data. The «mlxtend» library was used to train association rules, while the
«Scikit-fuzzy» library facilitated the creation of the fuzzy expert system.

To evaluate the effectiveness of decision-making regarding consumer preferences, the proposed fuzzy
expert system was tested wusing the «Consumer Behavior and Shopping Habits Dataset»
(https://www.kaggle.com/datasets/zeesolver/consumer-behavior-and-shopping-habits-dataset). =~ Dataset  features
related to consumer age, gender, and product category were utilized. The original sample size consisted of 3,900
observations.

For the proposed adaptive vibrating particle system, the constants were set as follows: the value of a was
0.05; the probability p was 0.7; the probability p™¢® for selecting the harmony generation method was 0.95; and
the probability p”4Rfor controlling the modification of harmonies selected from the harmony memory was 0.1. The
parameter &, used for generating a new position, was set to 0.1. The relative importance weights w,, w,, w; were
0.3, 0.3, and 0.4, respectively. The maximum number of iterations N was set to 1500; the population size K was 20;
the harmony memory sizeK™ was 10% of the population; and the particle position vector length M corresponded to
the length of the parameter vector of the membership functions.

The results of the comparison between the proposed fuzzy learning associative expert system and the
human operator are presented in Table 1.
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Table 1
Comparison between the proposed fuzzy rule-based expert system and a human operator
Accuracy
fuzzy associative rule learning expert system operator
0.98 0.8

The results of the comparison between the proposed fuzzy associative rule-learning expert system, the
proposed metaheuristic based on the Adaptive Vibrating Particle System (AVPS), and the traditional Vibrating
Particle System (VPS) metaheuristic are presented in Table 2.

Table 2
Comparison of the proposed fuzzy associative rule-learning expert system with AVPS-based and traditional
VPS metaheuristics

Accuracy

VPS AVPS

0.93 0.98

Figure 1 illustrates the accuracy of the proposed fuzzy associative rule-learning expert system trained using
both the proposed Adaptive Vibrating Particle System (AVPS) metaheuristic and the traditional Vibrating Particle
System (VPS) metaheuristic.

VPS

o
©
w

0,94

0,98
AVPS

0,99

m Accuracy (test) m Accuracy (train)

Fig. 1 Accuracy of the proposed fuzzy associative rule-learning expert system trained using the VPS and AVPS metaheuristics

Table 3 presents a comparison between the proposed expert system trained using the Back Propagation
(BP) method and the same system trained using the AVPS-based metaheuristic.

Table 3
Comparison results of the proposed fuzzy associative rule-learning expert system trained using the Back
Propagation method and the proposed metaheuristic

Accuracy

BP AVPS

0.90 0.98

Figure 2 illustrates the accuracy of the proposed fuzzy association rule-learning expert system trained using
both the Back Propagation (BP) method and the proposed Adaptive Vibrating Particle System (AVPS)
metaheuristic.

0,91

BP
0,92

0,98

AVPS
0,99

u Accuracy (test) m Accuracy (train)

Fig.2 Accuracy of the proposed fuzzy associative rule-learning expert system trained using the BP and AVPS metaheuristics
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The traditional non-automated approach to evaluating the effectiveness of decision-making regarding
consumer preferences reduces the accuracy of correct assessments (Table 1). The proposed method eliminates this
limitation.

The traditional Vibrating Particle System (VPS) metaheuristic does not account for the iteration number
when calculating particle positions, which decreases solution accuracy (Table 2); requires a large number of
parameters. These limitations are addressed by the proposed method.

The traditional approach to training a fuzzy associative rule-based expert system using the Back
Propagation (BP) algorithm also reduces the accuracy of correct assessments (Table 3). The proposed method
overcomes this drawback as well.

Conclusions

Within the scope of decision-making technology for modeling consumer preferences, relevant expert
systems and optimization methods were analyzed. The results of the study demonstrate that fuzzy expert systems
trained using associative rules — whose parameters are identified through multi-agent metaheuristic techniques — are
currently among the most effective approaches. A fuzzy associative rule-based expert system was developed to
support decision-making related to consumer preferences. The proposed system simplifies interaction between the
operator and the computer system through the use of quality indicators, and it enables automatic parameter
identification via the proposed multi-agent metaheuristic framework.

A quality criterion was introduced that accounts for the specific structure of the fuzzy associative rule-
based expert system and enables the assessment of the accuracy of decisions generated by the system.

A novel multi-agent metaheuristic method based on an adaptive vibrating particle system was developed. It
enables dynamic control of the convergence rate by incorporating global search at early iterations and local
refinement at later stages through adaptive adjustment of particle positions. The proposed optimization method, in
conjunction with the fuzzy associative rule-based expert system, contributes to the advancement of intelligent
decision-making technologies for consumer preference modeling. Future research will focus on evaluating the
proposed expert system and metaheuristic method across a broader range of test datasets.
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