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The object of this study is content-based image retrieval (CBIR) systems with configurable architectures, and the subject
is the meta-model for low-code configuration and deployment of CBIR systems. The goal of this work is to develop a meta-mode/
for CBIR systems that enables their low-code configuration and deployment. The proposed meta-model allows users to define a
CBIR system by selecting and combining the CBIR components from a predefined catalog, after which deployment artifacts are
automatically generated and can be easily deployed. The proposed meta-model formalizes CBIR components. image repository,
feature extractor, feature database (logical and physical levels), similarity measure, result aggregator, and user interaction layer;
and extends them with two meta-level components: a configuration manager and a deployment engine. The architecture was
implemented using Docker for containerization, Spring Boot starters for modularity, and a web-based graphical interface for
configuration. A prototype was developed and tested on a dataset of 100 000 images, with systematic variation of component
combinations. Experiments confirmed that the meta-model enables rapid reconfiguration and deployment of CBIR systems, allowing
the evaluation of performance under different configurations. The examined difference between the best and worst tested
configurations highlighting the significant effect of component selection on system performance. Scientific novelty lies in introducing
a formalized meta-model that integrates low-code principles into CBIR design, combining modular architecture, containerized
deployment, and graphical configuration in a single framework. The practical significance of the solution is in simplifying CBIR
experimentation for researchers and practitioners without deep programming expertise, enabling rapid prototyping, testing, and
deployment of customized CBIR systems.
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Cranicnas JAHWUJIEHKO, Cepriiit CMEJISIKOB

XapkiBchKHil HaIliOHAIBHUH YHIBEPCUTET PalioeNIeKTPOHIKH

METAMO/IEJb JUISI CIIPOILEHOT KOH®ITYPALIT TA PO3TOPTAHHS
CHUCTEM MNOWIYKY 30BPAXKEHD 3A BMICTOM

Ob6€KTOM AOTTTIIKEHHS € CUCTEMU TTOLLYKY 306paxeHb 3a BMICTOM (CBIR) 3 MOXJ/MBICTIO KOHQIrypyBarHs apXiTekTypy, a
TIPEAMETOM — METAMOAE/L /IS KOHQIrypyBaHHs Ta po3roptaHHs CBIR-CUCTEM 3 MIHIME/IbHUM HEMUCaHHS POrpamMHOro Kogy.
MeToro pobotv € po3pobka Ta eKCrIEPUMEHTA/IbHA EPEBIPKa METAMOAENT, sika 3abe3nedye nobynosy CBIR-cUCTEM L/IXOM BUOOPY
78 [1OEAHAHHS KOMIOHEHTIB, SIKI MOXHAE HAE/IallTOBYyBaTH, I3 IMONEPEAHEO BU3HAYEHOIO KATasnory 3 [104a/IbLIO aBTOMATUYHOKO
reHepayiero  apTe@akTiB pPO3ropTaHHs. 3anporioHOBaHa METaModes b GopMasi3ye KomrioHeHTH CBIR: cxosulye 306paxKeHs,
EKCTPAKTOP O3HaK, 6aszy AECKpHITOPIB (FIOrTdYHmi Ta QI3MYHMIA PIBHI), MIpY CXOXOCTI, arperatop pe3y/bTatiB Ta PIBEHb B3aEMOLI 3
KOpUCTYBaqeM, Ta PO3LIMPIOE iX ABOMa METAPIBHEBUMYU KOMITOHEHTAMU: MEHEMKEDOM KOHQIrypauli 1a pyLwieM po3ropTaHHs.
ADXITEKTypa peasizoBaHa 3 BUKOPUCTaHHSM Docker a1 KoHTeviHepuszauii, Spring Boot crapTtepis 475 MOAY/ILHOCTI Ta BeE6-
IHTEDDEsicy A rpagiuHol KoHgIrypauli. TTpOTOTUIT MEPEeBIPEHO EKCIIEPUMEHTANIbHO Ha Habopi 3i 100 000 306paxeHs i3
CUCTEMATUYHOIKO 3MIHOKO KOMOIHALIIY KOMITOHEHTIB. EKCIIEPUMEHTH MTIATBEDAWM, 1O METAMOAEL JO3BOJISE LLIBUAKO BHOCUTH 3MIHMU
[0 HanalTyBaHHs Ta posropratv CBIR-cUCTeMU 1 OLIHKM EQEKTUBHOCTI PI3HUX KOHQIrypauii. [ocijmkera pizHuUs MK
HaVIKpAaLLOO Ta HAVIpLIOKO MEPEBIPEHUMU KOHQIrypaLsiMN SEMOHCTPYE 3HAYH BI/IMB BUOOPY KOMITOHEHTIB Ha MPOAYKTUBHICTb
cucremn. HaykoBa HOBM3HA O/I9r@€ Yy 3arporoHyBaHHI (OPMAas30BaHOI METaMOAEN], SKa IHTErPYeE MPUHLMITN  MIHIMaTbHIM
HarmcarHs rporpamMHoro Kogy y npoekTyBaHHs CBIR, rMoegHyoumM MOAY/IbHY apXITEKTYpPY, DOIrOPTaHHS KOHTEHAHEDIB Ta rpagiyHy
KOH@Irypawyito B €EUHOMy CEPEAOBULYI. [IPaKTUYHE 3HAYUMICTb DILIEHHS TOJISIaE Yy CrPOLYEHHI MPOBEAEHHS EKCIEPUMEHTIB i3 CBIR
47151 AOCTIIAHUKIB Ta MPAKTUKIB 6€3 r/IMOOKMX 3HaHb MporpamMyBaHHs], LYo AAE 3MOry LWBUAKO CTBOPIOBATH MPOTOTUIM, TECTYBAaTH 1a
posropratu CBIR-cuctemu, afanToBaH/ i KOHKPETHI noTpeou.

Kntodosi  c10Ba: MowyKk 300paxeHb 3a BMICTOM, METaMO4eNb, pPO3POOKa 3 MiHIMA/IbHUM —HAIMMCaHHSIM  KO4Y,
KOHTEUHEPU3ALIIS, MOAY/IbHICTL, rPadidHa KOH@Irypavis, 06pobKa 306paxeHs.
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Introduction

Data search is a fundamental operation underpinning a wide range of applications, from data warehouses
and social networks to large-scale Internet services [1]. Modern search engines such as Google, Bing, and Yahoo
employ sophisticated algorithms optimized for general-purpose retrieval, each with its own strengths and limitations
[2]. Algorithms for searching numeric and symbolic data have been extensively developed and are effectively
applied in areas such as dictionary-based searches or query processing in web browsers [3].

Beyond text, many search engines now support image search. Simpler implementations typically rely on
keywords, surrounding text, or image metadata [4]. While these approaches are relatively easy to formalize and
computationally efficient, they often provide low accuracy because they do not analyze the actual visual content of
the image.
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To address these limitations, increasing attention has turned to content-based image retrieval (CBIR),
where the query itself is an image rather than a textual description. CBIR algorithms aim to identify images that are
visually similar to the query by extracting and comparing intrinsic features of the images. However, even CBIR does
not guarantee high-quality results. Target images may undergo significant modifications (e.g., scaling, rotation,
color changes, partial occlusion), requiring algorithms to determine which visual properties are most significant,
select appropriate similarity measures, and efficiently search within large datasets [5]. Effective CBIR systems must
therefore account for both image characteristics [6] and the structure of the storage system — for example, whether it
is organized as graphs, trees, or hash-based indexes [7].

General-purpose search engines struggle with such tasks. Queries may return no relevant results or,
conversely, thousands of visually similar images that only loosely resemble the target [8]. These challenges are
particularly pronounced in specialized domains, such as medical imaging (e.g., electrocardiograms), technical
drawings, or document images, where subtle differences carry critical meaning. Furthermore, public search engines
cannot be used with sensitive or private data, creating a need for domain-specific CBIR systems that operate within
controlled environments.

However, designing such systems poses its own challenges. A CBIR system typically involves multiple
components: feature extraction (descriptor generation), storage structures and indexing, search algorithms, similarity
metrics, and user interaction layers [9]. Configuring these components requires collaboration between domain
experts and software engineers. Reconfiguring the system to adapt to new tasks can be costly and time-consuming.

Problem statement. General-purpose search systems offer high retrieval speed but lack the flexibility
needed for specialized applications. Domain-specific systems, while more adaptable, face difficulties in balancing
accuracy, efficiency, and scalability under big data conditions, where image volumes grow continuously and
modified versions of images proliferate. As a result, end users are confronted with fundamental questions: Which
search system to choose? Which retrieval model to employ? How to configure it effectively for a given task?

To address these challenges, this work proposes a meta-model for CBIR systems — a conceptual framework
that allows configurable assembly of CBIR systems from standardized components.

Related Works

Research on CBIR has produced a variety of methods aimed at extracting informative features from images
in the form of descriptors and efficiently organizing them for search. The OpenCV library provides a robust set of
tools widely used in practice [10]. Both local and global feature detectors, such as SIFT, ORB, and FAST, are
employed to identify key points and distinctive regions within images [11]. With the advent of deep learning,
convolutional and transformer-based neural networks are increasingly utilized to generate high-level image
representations, capturing object categories, spatial structures, and other semantic features [12]. These networks,
often designed for classification or object detection, perform well when the target images resemble the training data
but may degrade on previously unseen or domain-specific content [13].

Once descriptors are obtained, they are typically represented as vectors, and appropriate distance metrics
are applied to compare them. Common similarity measures include Euclidean and Manhattan distances, Chi-square
dissimilarity, Jaccard index, and Hamming distance [14-15].

For efficient storage, indexing, and retrieval of image descriptors, various data structures are employed to
reduce the search space without compromising retrieval quality [16]. Classical multidimensional structures such as
KD-trees and R-trees are commonly used [17]. Hashing-based methods, including Locality-Sensitive Hashing
(LSH), accelerate similarity search [18], while graph-based approaches, particularly Hierarchical Navigable Small
World (HNSW) graphs, have gained popularity for their scalability and fast retrieval performance. Clustering
techniques, such as k-means, are often used as building blocks for advanced methods. When combined with Product
Quantization (PQ), clustering enables inverted multi-indexing (IMI), one of the most effective techniques for
balancing memory efficiency, indexing speed, and retrieval quality [9]. Furthermore, machine learning and deep
learning methods increasingly support incremental or fine-tuning training after deployment, allowing systems to
adapt and improve performance over time [19].

Several frameworks have attempted to provide modular or flexible solutions. OpenMMLab [20], for
instance, enables the combination of different feature extraction models, while Haystack [21] offers a pluggable
architecture for text retrieval. In the broader machine learning landscape, platforms such as MLflow facilitate
pipeline orchestration, experiment tracking, and deployment [22]. However, these tools are not tailored to CBIR and
typically require substantial programming and infrastructure expertise.

Some research has explored low-code or auto-configuration approaches for retrieval systems, including
automated feature selection and neural architecture search [23-24]. While promising, these methods usually
optimize individual components rather than providing an integrated environment where descriptors, indexing
structures, similarity metrics, and user interfaces can be composed and deployed as a cohesive system.

Other solutions attempt to deliver ready-to-use CBIR systems but suffer from different limitations. For
example, LIRE offers a convenient interface and a broad set of descriptors, indexing images by multiple
characteristics simultaneously [25]. While this facilitates the selection of the best-performing descriptor, it
significantly increases indexing time and does not allow evaluating the impact of other system components.
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Conversely, libraries such as Faiss provide a highly efficient foundation for similarity search [26], but they require
substantial programming expertise to integrate into a complete CBIR pipeline.

Overall, prior research has produced a wide range of methods and tools for feature extraction, similarity
measurement, and efficient indexing, as well as flexible machine learning platforms that support modularity and
automation. However, these contributions remain fragmented, and their integration into complete CBIR systems still
requires substantial expertise and manual effort.

Problem Statement and Purpose

Building on these observations, the problem addressed in this work is formalized. Modern CBIR solutions
typically fall into three categories:

1) general-purpose frameworks, which provide high flexibility but require substantial programming and
infrastructure expertise;

2) turnkey tools, which are easier to use but often rigid, offering limited control over system components;

3) technologies not originally designed for CBIR, which provide valuable building blocks but cannot be
directly applied to assemble an end-to-end CBIR system without significant customization.

Existing approaches provide powerful components for CBIR but lack an integrated way to rapidly
configure, assemble, and deploy systems tailored to specific tasks. This gap creates a need for a solution that
combines the flexibility of modular frameworks with the accessibility of low-code tools.

The goal of this work is to develop a meta-model for CBIR systems that enables their low-code
configuration and deployment. The proposed meta-model allows users to define a CBIR system by selecting and
combining the main components from a predefined catalog, after which deployment artifacts are automatically
generated and can be easily deployed.

To achieve this goal, the following tasks are addressed:

1) design the overall architecture of the meta-model, presented as a high-level component diagram;

2) develop a mathematical model of the meta-model, formalizing all configurable components of a CBIR
system;

3) select appropriate software tools and frameworks and define an implementation approach;

4) evaluate the feasibility and performance of the proposed meta-model through experimental validation.

By addressing these tasks, this work lays the foundation for a unified, low-code environment for CBIR. The
following sections introduce the proposed approach, including the high-level architecture of the meta-model, its
mathematical formulation, an implementation strategy based on state-of-the-art tools, and experimental validation.

Proposed Approach

In this work, a meta-model for CBIR systems is defined as a conceptual and formalized framework that
abstracts the structure of a CBIR system into a set of configurable components. The meta-model specifies the
relationships between these components and provides mechanisms for their parametrization, combination, and
automated deployment. Unlike a fixed CBIR architecture, the meta-model operates at the meta-level, enabling the
creation of diverse CBIR systems without rewriting the source code by the user.

The process of content-based image retrieval has been conceptually established for decades, and while
implementation techniques have evolved, its fundamental stages remain consistent. They are depicted in Figure 1.
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| Formation Description Vectors
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Companson
S —
Image Visual Content Feature /
Database Description Database - d :
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Fig. 1. Main stages of CBIR pipeline [27]

These stages can be described as follows:

1) query formation. The user provides a query image. A feature extractor then computes a descriptor of the
selected type, representing the image as a feature vector based on visual characteristics;

2) feature extraction for the image collection. Images stored in the repository are processed in the same
manner as the query image. Their descriptors are generated once and stored for subsequent retrieval;
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3) construction of the feature database. The calculated descriptors are organized into a feature database,
which can be described at two levels: logical level — the data structure with its indexing approach and search
algorithms, and physical level — the storage strategy of this data structure in the memory;

4) similarity search. The system compares the query descriptor with descriptors in the feature database
using a similarity or dissimilarity metric. Navigation through the chosen data structure of the feature database
determines how efficiently the most similar candidates are identified.

5) result aggregation and ranking. Retrieved results are ranked according to a predefined function, which
orders candidates based on similarity scores. The top-k results are returned to the user according to task-specific
criteria;

6) relevance feedback (optional). In some systems, user feedback on retrieved results is used to refine
descriptors, metrics, or ranking functions. Since this stage is not mandatory, it is not considered in the meta-model.

Based on these processes, the main components of a CBIR system can be identified:

1) image repository — storage of raw images (e.g., local folder, network storage, cloud object store);

2) feature extractor — module responsible for computing descriptors (e.g., local/global features, SIFT,
VLAD);

3) feature database (logical level) — indexing structures and search algorithms (e.g., KD-trees, HNSW
graphs, Locality-Sensitive Hashing);

4) feature database (physical level) — mechanisms for storing descriptor data (e.g., in-memory, on-disk, or
distributed);

5) similarity measure — metric for comparing feature vectors (e.g., Euclidean, Manhattan);

6) result aggregator — module that ranks and filters retrieved results (ranking and selection strategies,
ascending/descending order, setting top-k parameter);

7) user interaction layer — graphical interface (or API, CLI, etc.) for system interaction.

The meta-model encompasses all core CBIR components and introduces two additional meta-level
components:

1) configuration manager — allows users to select and combine system components from a predefined
catalog;

2) deployment engine — generates deployment artifacts for low-code system assembly.

The main components of a CBIR meta-model are depicted in Figure 2.
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Fig. 2. Components of the CBIR meta-model

Since additional meta-components are not part of the CBIR system, but are only used for its configuration
and creation, they are located at the meta level. All interaction with the system is performed using the user
interaction layer, so in the diagram it includes the CBIR system and limits it from the outside world. An image
repository is an external resource from which descriptors are analyzed and entered into the feature database. The
image repository and feature database must always be synchronized. For clarity, a user has been added to the
diagram. The user uploads an image for search, which is analyzed using the feature extractor and receives results
generated by the result aggregator. For the other components, dependencies and the main operations that require
these dependencies are shown.
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The meta-model for CBIR systems is defined as follows. Let C denote the configuration space:
C=FE XSXIXMXAXUXR, Q)

where E — the set of feature extractors, S — the set of descriptor storage models, I — the set of indexing
structures M — the set of similarity metrics, A — the set of result aggregators, U — the set of user interaction
interfaces, R — the set of image repositories.

The Cartesian product symbol between the parameters means that each configuration c:

c=(esi,maur), 2

selects one element from each set from the formula (1): e € E,s € S,i€e I m e M,a€ A,u € U,r €R.
A CBIR system under configuration c is a function B:

B:P xC - L, (3)
where F, is a set of possible query images, C is from the formula (1), and L is the set of ranked result lists.
For a given query image q € P, with configuration ¢ € C the B, . is:

Bo = a({(x.om(fo(@), £.0)) | x € D)), @

where a(-) from the formula (2) is a function that ranks and selects results, x — an image from the set D (r)
accessible from repository r, processed into descriptors stored according to s and indexed by i from the formula (2),
Om : R" X R™ > R computes similarity using metric m from the formula (2), f, : B, - R™ maps images to n-
dimensional descriptors using the feature extractor e and put it to the s from the formula (2), F, from the formula
(3), u from the formula (2) is just an interaction interface, it doesn’t impact the retrieval pipeline and is out of the
formula (4).

To evaluate system performance, let T be the function measuring the specific metric important for the
CBIR system (e.g., retrieval time, precision, recall):

T:P,xC—RY, (5)

where P, from the formula (3), C from the formula (1).
Let’s define it as retrieval time (in seconds) required to process one query image under configuration c
from the formula (2). For two configurations ¢, and c,, their relative performance is expressed as:

AT(q; cq,c;) =T(q,¢c1) — T(q,c3). (6)

where T from the formula (5), g — query. A positive AT indicates that configuration c, is faster than ¢, for
query q. Over a set of queries Q S P, from the formula (3), the average retrieval time difference is:

- 1
AT(cy,¢5) = @quq AT(q; ¢y, C3), @)

where AT, g, c¢;, ¢, from the formula (6).

This measure links the theoretical model to experimental evaluation by quantifying how changes in
configuration (e.g., similarity metric, storage model, indexing structure) affect retrieval efficiency.

The proposed meta-model is designed to support three core principles: containerization, modularity, and
graphical configuration. These are enabled through two additional components introduced at the meta-level: the
configuration manager and the deployment engine.

Containerization ensures that each configured CBIR system can be packaged and deployed as an isolated
unit, encapsulating all required components and their dependencies. This principle is realized using Docker, which
enables the creation of parameterized templates (Docker images) based on the set of user-selected components. Each
image can be built and instantiated as a container with user-defined properties, dependencies, and linked to external
services such as storage or database engines.

Modularity allows each component of the CBIR system (e.g., feature extraction, descriptor storage,
indexing, similarity measures, interaction interfaces) to be independently selected and combined. This principle is
achieved using Spring Boot, a framework for Java programming language, where each module is implemented as a
configurable starter that adheres to a common interface. Modules can be customized via properties, including those
defined during Docker container configuration. This approach enables flexible composition of retrieval systems
tailored to specific use cases.
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Graphical configuration provides a web-based interface that allows users to configure CBIR systems
without writing code. Through this interface, users can select desired modules, which are implementations of
components, from a catalog and specify associated parameters. Behind the scenes, the system maps selected
modules to corresponding Spring Boot starters, which are automatically included in the project structure.
Configuration parameters provided by the user are applied at multiple levels: some are written into Spring Boot
configuration files, while others are injected as Docker container arguments or environment variables. This
mechanism enables non-technical users to perform complex modifications to the system architecture and behavior
through a simple and intuitive Ul.

Once configuration is complete, the interface generates a deployment package that includes all required
Docker files and instructions. After installing Docker and linking it to a container registry (e.g., Docker Hub), users
can build the customized image and instantiate a container in two steps. The resulting system is fully functional and
can be accessed through the selected user interface module, allowing immediate interaction with the deployed CBIR
instance, including starting image repository indexing and performing searches.

Figure 3 illustrates the GUI of the configuration manager.

CBIR Meta-Model Configuration

Image Repository Feature Extractor Feature DB (Logical) Feature DB (Physical)

Simdarity Measure Resull Aggregator User Interaction Layer Build & Export

Feature Database (Logical Level)

Indexing structures and search algorithms

Select Type:

HNSW Graph

HNSW (Mierarchical Navigable Small World) is a graph-based data structure for approximate nearest
nelghbor search. It organizes elements into multiple layers of proximity graphs: the upper layers are
sparse and enable fast navigation foward the region of the target element, while the lower layers are
denser and allow precise refinemant of the search. Each node maintains links to its closest neighbors,
creating & small-world property thatl ensures logarithmic complexily for insertion and sublinear
complexity for querying. This makes HNSW efficient for high-dimensional vector spaces, balancing
speed, accuracy, and scalability.

M (Max connections per node)

efConstruction (Trade-off between accuracy and build time)

Fig. 3. GUI configuration manager

In summary, the proposed meta-model provides a unified framework for designing CBIR systems,
combining a component-based architecture, mathematical formalization, and a practical implementation based on
containerization, modularity and graphical configuration. This approach allows users to flexibly select and combine
system components while avoiding the need for extensive coding or complex infrastructure setup. The next section
experimentally evaluates the proposed solution, demonstrating how different configurations impact retrieval
efficiency.

Experiments and Discussions

To evaluate the practical applicability of the proposed meta-model, a prototype was developed according to
the conceptual and implementation principles described in the previous section.

The prototype was implemented in Java 17 (Amazon Corretto build) using Spring Boot (3.1.5) and Docker
(28.3.2). Experiments were conducted on a workstation Apple MacBook Pro 2021 equipped with M1 Pro processor
on ARM architecture, 10-cores up to 3.2 GHz, 16 GB of LPDDR5 SDRAM up to 200 Gb/s, 512 GB SSD,
integrated GPU with 16 cores. The experiments were conducted using the COCO2017 dataset [28], consisting of
more than 100 000 images. However, for experiments, 100 000 images were randomly selected and used.

Table 1 summarizes the configurable components implemented in the prototype, corresponding to the
categories defined by the meta-model.

Even for the prototype, at least two different implementations were developed for each component,
demonstrating the ease of creating pluggable modules and the potential for third-party developers to contribute their
own.
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To isolate the impact of key configurable components, several modules of the CBIR system were held
constant during experimentation:

1) image repository: local directory;

2) feature database (physical level): local file;

3) result aggregator: top-10 ranking with ascending difference order (including image ID and similarity

value),
4) user interaction layer: GUI.
Table 1
Available implementations for the components in the experimental prototype
Component Available implementations

Image repository local directory, S3

Feature extractor Invariant Brightness Histogram, Wavelet Hash

Feature database (logical level) Locality-Sensitive Hashing, Hierarchical Navigable Small World, Multidimensional Cube, Inverted
Multi-Index, KD-tree

Feature database (physical level) local file, database

Similarity measure Manhattan distance, Euclidean distance, Squared Euclidean distance

Result aggregator top-10 with ascending difference order (including image ID and similarity value), top-25 with
ascending difference order (including image ID, recall and precision)

User interface GUI, REST API

Three components were varied systematically to assess their influence on retrieval performance:

1) feature extractor: Invariant Brightness Histogram (IBH) and Wavelet Hash (WH),

2) feature database (logical level): Locality-Sensitive Hashing (LSH) and KD-Tree (KDT),

3) similarity measure: Manhattan Distance (MD) and Squared Euclidean Distance (SED).

These parameters are components e, i, m of the configuration ¢ from the formula (2). This configuration
yields eight unique system variants, formed by combining the possible values of these three components.

The performance was evaluated by retrieval (search) time per query (in seconds), as it was introduced in the
formula (5). However, the meta-model allows the use of alternative or composite metrics depending on application
requirements. A set of 100 images from the repository was randomly selected and used as query images. The same
selected images were used for searching across all configurations.

The experimental results are summarized in Table 2. The first columns show the specific implementations
of the components, followed by the average search time, calculated by formula (7), for the search of the 100 query
images, and the last column shows the difference in search time between each configuration ¢ and the best-
performing one calculated by the formula (6). The best result is highlighted with bold text style in the table. The
abbreviations are described above.

Table 2
Comparison of the performance of the CBIR system with different configurations
Feature extractor Feature database Similarity measure Retrieval time (s) Difference vs the best
configuration (s)

IBH LSH MD 0.00558 0.00555
IBH LSH SED 0.00538 0.00535
IBH KDT MD 0.03674 0.03671
IBH KDT SED 0.00032 0.00029
WH LSH MD 0.00005 0.00002
WH LSH SED 0.00003 -

WH KDT MD 0.03745 0.03742
WH KDT SED 0.02606 0.02603

The best result was 0.00003 seconds, achieved with the combination of Wavelet Hash + LSH + Squared
Euclidean Distance, while the worst result was 0.03745 seconds using Wavelet Hash + KD-Tree + Manhattan
Distance. This indicates that Wavelet Hash descriptors perform better when paired with LSH-based feature
databases (logical level). The choice of similarity metric had a limited impact on the performance of LSH, whereas
the descriptor type was a more influential factor. In contrast, for KD-Tree, the descriptor choice had little effect, but
the similarity metric significantly affected performance.

These results also demonstrate the potential performance penalty of selecting a suboptimal configuration:
the time difference between the best and worst setups was 0.03742 seconds, which can become a critical factor
under high query loads in a real-world search system.

The time required to build and deploy containers depends on workstation specifications and internet
bandwidth. In our experiments, this process did not exceed 5 minutes. This means that deploying the 8
configurations used in the experiment took approximately 40 minutes. System startup typically takes a few seconds,
plus the time required to read images from the repository and generate descriptors and indexes if it's the container's
first launch. Subsequent startups are faster because the indexes have already been built. Since created containers can
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be quickly restarted, for example, to rerun an experiment, this significantly accelerates the process and allows for
rapid switching between CBIR systems when needed.

The process of selecting components and specifying the necessary parameters may vary for each expert and
directly depends on their knowledge and experience with CBIR systems. It also depends on the completeness and
quality of the module description provided by its developer. However, after an initial familiarization, the process
should be straightforward and proceed quickly.

The experiments can be considered successful, as they have practically confirmed the feasibility of using
the proposed meta-model for constructing and deploying CBIR systems with varying parameters, allowing for the
evaluation of their effectiveness under different conditions. The use of the meta-model, based on the developed
prototype, is straightforward and enables efficient attainment of the desired outcomes.

Limitations. As no directly comparable low-code solutions for CBIR or alternative meta-models are
currently available, the experiments do not include a direct benchmark against existing systems. The focus was
instead on demonstrating the ability of the proposed meta-model to configure and evaluate diverse CBIR systems
through systematic variation of key components. The chosen metric for evaluating the meta-model is quite simple,
as its primary purpose is to demonstrate the capabilities of the meta-model rather than to conduct a detailed analysis
of its application to a specific task.

Conclusions

This work proposed and validated a meta-model for content-based image retrieval (CBIR) systems that
enables low-code configuration and deployment of these systems from modular components. The developed
solution addresses the identified gap between flexible but technically demanding frameworks and user-friendly but
rigid turnkey tools, by providing a unified approach that combines modularity, containerization, and graphical
configuration.

All objectives set in this study have been achieved. The architecture was designed as a high-level
component diagram. A mathematical model of the meta-model was formulated, formalizing the configurable
components of a CBIR system. An implementation strategy was developed based on Docker and Spring Boot
starters. A prototype was implemented according to this strategy, and its feasibility was experimentally confirmed.

The experiments demonstrated that the proposed meta-model makes it possible to rapidly assemble, deploy,
and evaluate CBIR systems with different configurations, significantly reducing the effort required to test alternative
designs. Performance tests showed that the choice of component combinations can have a measurable impact on
retrieval efficiency, with differences of up to 0.037 seconds per query between the best and worst configurations.
The results also confirmed that the graphical configuration interface and containerized deployment process allow
even non-technical users to work with complex CBIR architectures.

Future work will focus on three main directions:

1) expanding the catalog of available modules for each type of CBIR component;

2) conducting more experiments with clearly defined retrieval tasks and appropriate evaluation metrics;

3) comparing the proposed meta-model with analogous solutions as they appear, to position it within the
evolving landscape of CBIR technologies.

Overall, the proposed meta-model has proven to be an effective and practical solution for rapid
configuration and deployment of domain-specific CBIR systems, and it establishes a foundation for further research
and development in this area.
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