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This paper presents a comparative analysis of financial time series forecasting models' effectiveness under market
turbulence conditions. The study focuses on evaluating the adaptability of the statistical ARIMA model and the recurrent LSTM
neural network across different prediction horizons during perfods of high market volatility. Daily OHLC data from five major
technology companies (Google, Apple, Amazon, Meta, Oracle) for the period 2020-2025 were analyzed, with particular emphasis on
the turbulent April-June 2025 period. Three model architectures were implemented: ARIMA(2,1,0), LSTM Bidirectional Autoencoder
(100 units), and simple LSTM (20 units). Testing was conducted across 5-, 15-, and 30-day forecasting horizons using MAPE, RMSE,
and MAE metrics. Additionally, residual analysis through autocorrelation function examination was applied to validate model quality.
Results demonstrated that ARIMA excelled in short-term forecasts (5 days) with MAPE < 0.06, but its effectiveness diminished on
medium-term horizons due to its inability to adapt to market turbulence. The simple LSTM (20 units) achieved an optimal balance
between accuracy and stability, outperforming ARIMA by 30.75% on medium- and long-term forecasts. The complex LSTM
Autoencoder proved to be the least effective due to overfitting on market noise. The scientific novelty lies in demonstrating that
simpler LSTM architectures outperform complex ones under extreme market turbulence conditions, challenging the conventional
assumption that model complexity improves performance. Residual analysis was employed as an additional validation method to
support these findings. The practical significance includes optimization of algorithmic trading strategies and risk management
systems during market instability periods, particularly valuable for financial institutions and investment funds.
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Omner ITACTVYX, IOpiii [IETPOB

TepHOMiNECHKNI HALIOHATBHUI TEXHIYHMH yHIBepcuTeT iMeHi IBana [Tymros

AHAJII3 EOEKTUBHOCTI MOJIEJIEI MPOT'HO3YBAHHS ®IHAHCOBUX PSI/IIB
B YMOBAX PUHKOBOI TYPBYJIEHTHOCTI

B pob6oTi npescTaB/ieHO MOPIBHAIbHMA aHasi3 e@QeKTUBHOCTI MOAENIEN IPOrHO3yBaHHS @IHaAHCOBUX YacoBuX PsaiB B
YMOBax pHKOBOI' TypOyIEHTHOCTI. [JOC/TIIKEHHS 30CEPEAKEHO HA OLIHLi aAarTMBHOCTI CTatncTnyqHoi Mogeni ARIMA 1a pekypeHTHOI
HEVPOHHOI Mepexi LSTM Ha pI3HUX [OpU30HTax [IPOrHO3YBaHHS [l Yac [IEDIOAIB BUCOKOI PHHKOBOI  TypGYJIEHTHOCTI.
lpoaHarnizoBarHo LwoheHH: aari gopmaty OHLC r'amv nposigHux TexHosoridHux komnarivi (Google, Apple, Amazon, Meta, Oracle) 3a
nepiog 2020-2025 pokiB 3 0Co6/mMBUM aKUEHTOM Ha TypOyJIEHTHOMY riepiodi KBiTHS-dyepsHs 2025 poky. PeasnizoBaHo Tpu
apxirextypu mogenei: ARIMA(2,1,0), LSTM Bidirectional Autoencoder (100 units) ta npoctwsi LSTM (20 units). TecTyBaHHS
1IPOBOANIOCE Ha OPU30HTax MporHo3yBaHHs 5, 15 1a 30 gHiB 3 BUKOpUCTaHHSIM MeTpuk MAPE, RMSE ta MAE. fosatkoso
3aCTOCOBAHO aHasli3 3a/MKIB Yepe3 AOCTIMKEHHS QDYHKUII aBTokopenauii 478 Banigadii sKocTi Mogened. Pesysibtam
rnpogemoHcTpyBam, 1o ARIMA rnepeBepLuye y KOPOTKOCTPOKOBUX MporHo3ax (5 AHiB) 3 MAPE < 0.06, nipote ii egpekTuBHICTS
SHIWKYETHCS Ha CEPEAHBOCTPOKOBUX TOPU3OHTaX HYEPE3 HECIPOMOXHICTE aAanTyBaTUCh A0 PUHKOBOI TypOy/IeHTHOCTI. [lpocTui
LSTM (20 oguHnLb) 4OCSI OTUMAlIbHOro 6a/1aHCy MK TOYHICTIO Ta CTabIbHICTIO, Bunepemxaroymn ARIMA Ha 30.75% Ha cepedHbo-
78 JOBroOCTPOKOBUX NporHo3ax. Cknagrmi LSTM Autoencoder BusBUBCS HaliMeHLL €QEKTUBHNM YEDPES MEPEHABYaHHS Ha PUHKOBOMY
wymi. Haykosa HOBU3Ha r1O/ISFGE Yy AOBEAEHHI TOro, o npocTiwi LSTM apxiTektypu NepEBEPLLYIOTE CKAagHI B yMOBax
EKCTPEMAE/IbHOI  pUHKOBOI  TypOYy/IEHTHOCT, CTaB/Isiuu 11 CYMHIB TIPUIyLEHHs] PO Te, O CKAGAHICT MOAeENi OoKpalye
TIPOAYKTUBHICTb. AHA/I3 3a/MILKIB 6Y/10 BUKOPUCTAHO 5K AOAATKOBMYM METO4 Banjgauii Ana MiATBEPAKEHHS LMX BUCHOBKIB.
TIpaKTuYHa 3HAYUMICTD BKITIOYAE OMTUMIBALIIO a/IrOPUTMIYHNX TOProBux CTPATErivi Ta CUCTEM Yrpas/iiHHS pU3MKamMu B repioan
PUHKOBOI HECTAaBI/IbHOCT, O MAE OCOB/INBE 3HAYEHHS A/15 QIHAHCOBUX [HCTUTYTIB Ta IHBECTULIVIHUX QOHAIB.

Knto4oBi c10Ba.: nporHo3yBaHHs Yacosux psaiB, ARIMA, LSTM, puHKoBa TypOy/IEHTHICTb, (DIHAHCOBI pUHKY, /IMOOKe
HaBYaHHs, BONIATI/IbHICTb, a/IrOPUTMIYHA TOPIiB/IS.
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Introduction

Effective business management requires accurate assessment of pricing policies and market conditions.
Forecasting market behavior becomes particularly critical under extreme conditions such as financial crises and
periods of high turbulence.

Financial time series forecasting represents one of the most challenging domains in quantitative finance,
especially during periods of market turbulence. The complexity of financial markets is characterized by non-
linearity, high volatility, and unpredictable behavior. This necessitates the development of robust and adaptive
forecasting models capable of maintaining accuracy under conditions of extreme market stress. Traditional
econometric approaches, while theoretically sound, often struggle to capture the dynamic nature of modern financial
markets. This limitation becomes particularly evident during crisis periods when historical patterns may become
unreliable indicators of future performance.
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Related works

Existing research provides comprehensive analysis of various forecasting models performance:
autoregressive models - ARIMA, SARIMA, SARIMAX, recurrent neural networks - RNN, GARCH, LSTM,
transformers etc. [1; 2].

ARIMA models have long remained the cornerstone of financial time series forecasting, demonstrating
effectiveness in capturing linear dependencies and autocorrelations characteristic of financial series. Research
conducted by Dariusz Kobiela and Dawid Krefta shows ARIMA superiority by 3.2 times for 30-day forecasts and
1.8 times for 9-month predictions [3]. However, Ruochen Xiao and Yingying Feng conclude that both models are
capable of quality forecasts, but LSTM demonstrates better performance, particularly during pronounced stock price
changes, while ARIMA application remains more convenient [4].

Meanwhile, comprehensive research by Siami-Namini and Siami-Namin (2018) demonstrated that LSTM-
based algorithms show an average error reduction of 84-87% compared to ARIMA models, indicating the
superiority of deep learning approaches for certain types of financial data [5]. However, the authors emphasize that
deep learning algorithms remain vulnerable to market shocks due to complex causal relationships that make
financial markets extremely volatile with sudden and unpredictable price movements.

Martin A. conducts comparative analysis of ARIMA, GARCH, and LSTM models on turbulent data, with
conclusions reporting LSTM superiority due to its ability to learn complex patterns [6]. Particular attention in the
context of extreme market conditions is drawn to research by Jia and colleagues (2021), who introduced likelihood-
based loss functions for LSTM models in volatility forecasting. Their results showed superior performance
compared to traditional distance-based loss functions, especially during the March 2020 market shock, when LSTM
models better captured extreme market conditions [7].

Contemporary trends in financial forecasting demonstrate growing interest in hybrid approaches.
Specifically, Kashif and Slepaczuk (2024) presented an innovative LSTM-ARIMA model for algorithmic
investment strategies, where LSTM serves as the primary forecasting tool while ARIMA estimates and corrects
forecasting errors. Testing on three stock indices (S&P 500, FTSE 100, CAC 40) using a 23-year data period that
includes two extreme market periods demonstrated the effectiveness of the hybrid approach under high volatility
conditions [8].

Contemporary research demonstrates growing interest in advanced hybrid and ensemble methodologies
that leverage the complementary strengths of statistical and machine learning approaches. A 2025 Royal Society
study proposed an ensemble forecasting procedure integrating LSTM and ARIMA models, demonstrating a
significant 15% improvement in root mean square error (RMSE) compared to individual methods, with particular
effectiveness during periods of market complexity [9]. Advanced decomposition-based hybrid architectures continue
to emerge. Dong and Zhou (2024) introduced a CEEMDAN-SE and ARIMA-CNN-LSTM model that decomposes
financial data into stationary high-frequency components (predicted by ARIMA) and low-frequency components
(handled by CNN-LSTM networks), achieving superior performance through optimal task allocation between model
types [10]. Similarly, recent cryptocurrency forecasting research (2025) using hybrid ARIMA-LSTM for Bitcoin,
Litecoin, and Ethereum demonstrates consistent improvements over individual models, with hybrid approaches
showing MAE = $726.21 and MAPE = 1.75% compared to standalone LSTM performance [11].

The DLWR-LSTM model (2024) represents another sophisticated hybrid approach, achieving near 1%
MAPE for stock market prediction through layered trend separation that effectively captures short-term market
dynamics while maintaining robustness across different volatility conditions [12]. SVMD-LSTM hybrid methods
(2025) utilizing Successive Variational Mode Decomposition show remarkable accuracy improvements, with up to
73% reduction in error metrics compared to traditional single models, particularly effective for handling the non-
stationary characteristics of financial time series [13].

Purpose

A critical research gap persists in understanding optimal model selection and architecture design
specifically for extreme market turbulence conditions. While existing studies demonstrate general superiority of
various approaches, the specific challenge of rapid model adaptability during crisis periods and the determination of
optimal complexity levels for turbulent market forecasting remains underexplored.

This study addresses the key unresolved challenge of model architecture optimization for market
turbulence adaptation. Specifically, we examine whether the philosophical principle of Occam'’s razor applies to
financial forecasting during crisis periods. The research aims to determine whether simpler models can outperform
complex architectures when markets exhibit extreme unpredictability.

Therefore, the purpose of this study is to analyze the forecasting efficiency of financial time series from the
stock market (Google, Apple, Amazon, Meta, Oracle) under turbulence conditions during the April-June 2025
period based on ARIMA and LSTM models.

Data preprocessing
The dataset comprises daily OHLC (open, high, low, close) price data for five major technology
companies—Google, Apple, Amazon, Meta, and Oracle - retrieved from the Yahoo Finance platform covering the
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period from January 2, 2020, through May 12, 2025. The complete dataset contains 1,348 observations, representing
individual trading day records for each financial time series.

Models were trained using different data volumes to analyze their performance. The dataset was
chronologically divided into training and testing samples. Since significant market volatility occurred in early April
2025, the test sample consistently contained data from March 31, 2025, to May 12, 2025 (30 trading days). Two
training sample sizes were used: a long training sample covering January 2, 2020, to March 28, 2025 (1,318 rows),
and a short training sample covering August 1, 2024, to March 28, 2025 (165 rows).

For the ARIMA model, only univariate data was used, with price forecasts based solely on each company's
individual historical data. Given ARIMA's autoregressive nature, the shorter dataset version was employed for
training, as autoregressive models cannot capture long-term patterns effectively. In extreme market conditions,
relying on more recent data proves more effective.

The LSTM Bidirectional Autoencoder utilized both dataset versions due to its higher parameter count.
Insufficient training data leads to underfitting, while excessive epochs cause overfitting. For the simpler LSTM
model with 20 units, a short version of the multivariate ensemble dataset was used.

The ensemble dataset combines data from all five companies. When forecasting Google stock prices,
information from all companies (Google, Apple, Amazon, Meta, Oracle) is incorporated. This approach offers
advantages because stock market performance depends on numerous factors, including company correlations and
market interdependencies. Larger companies typically show higher correlation coefficients with overall market
movements, meaning significant price changes in one company can trigger responses in others offering similar
products or services.

Model Architecture

For the ARIMA model, the parameters were configured as p = 2, d = 1, g = 0, where p = 2 indicates the use
of two autoregressive terms to capture the relationship between an observation and its two preceding values, d = 1
represents first-order differencing to achieve stationarity in the time series, and q = 0 indicates no moving average
terms were included, suggesting the model relies primarily on autoregressive components for prediction.

The LSTM Bidirectional Autoencoder employed a Seq2Seq architecture with 100 units in each direction,
allowing the model to capture both forward and backward temporal dependencies in the data. The input sequence
size of 30 was chosen to correspond with approximately one month of trading data, providing sufficient context for
pattern recognition. The simpler LSTM model utilized a standard Seq2Seq architecture with 20 units, designed to
provide a lightweight alternative with reduced computational requirements. This configuration maintained the same
input sequence size of 30 and employed the tanh activation function to ensure consistency in temporal context
processing across models. The LSTM Bidirectional Autoencoder was optimized using Mean Squared Error (MSE)
loss. The Adam optimizer with a learning rate of 0.001 was chosen for its adaptive learning rate capabilities and
efficient convergence properties. Training was conducted for up to 100 epochs with early stopping implemented to
prevent overfitting, monitoring validation loss with a patience parameter to ensure optimal generalization. A batch
size of 8 was selected to balance computational efficiency with gradient stability, which was particularly important
given the model's architectural complexity.

For the Simple LSTM model, Mean Absolute Percentage Error (MAPE) loss was used. The model
maintained the same Adam optimizer configuration with a 0.001 learning rate to ensure consistent optimization
dynamics. The larger batch size of 16 was feasible due to the model's reduced parameter count, allowing for more
stable gradient estimates while maintaining computational efficiency. Early stopping was similarly implemented to
achieve the optimal balance between training performance and generalization capability.

Experiments
Testing was conducted across multiple forecast horizons of 5, 15, and 30 days to assess model performance
under different temporal prediction challenges.

Table 1
ARIMA predictions

Company Prediction in days MAPE RMSE MAE
Google 5 0,024 4,46 3,64
Google 15 0,027 4,83 4,06
Google 30 0,03 5,57 4,71

Apple 5 0,059 15,11 12
Apple 15 0,101 22,96 20,96
Apple 30 0,083 18,94 16,34
Amazon 5 0,05 12,11 8,83
Amazon 15 0,075 15,38 13,16
Amazon 30 0,056 12,52 10,12
Meta 5 0,05 36,41 26,57
Meta 15 0,08 50,11 42,9
Meta 30 0,068 43,55 36,68
Oracle 5 0,034 6,23 4,66
Oracle 15 0,061 9,51 7,97
Oracle 30 0,055 9,07 7,53
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Table 2
LSTM Bidirectional Autoencoder predictions

Company Prediction in days MAPE RMSE MAE
Google 5 0.081 13.29 12,28
Google 15 0.078 12,94 11,81
Google 30 0,054 9,71 8,38

Apple 5 0,039 7,51 59
Apple 15 0,075 16,81 14,37
Apple 30 0,081 19,82 15,73
Amazon 5 0,051 10,49 9,64
Amazon 15 0,1 20,71 19,33
Amazon 30 0,033 7,96 6,19
Meta 5 0,07 45,42 41,68
Meta 15 0,07 41,71 37,29
Meta 30 0,062 40,43 34,66

Oracle 5 0,04 6,72 5,46
Oracle 15 0,08 12,14 10,89
Oracle 30 01 15,97 13,55

Table 3
LSTM 20 units predictions

Company Prediction in days MAPE RMSE MAE
Google 5 0,02 514 3,03
Google 15 0,047 8,71 7,14
Google 30 0,039 7,53 6,01
Apple 5 0,062 13,97 13,11
Apple 15 0,072 16,65 13,82
Apple 30 0,077 19 15,1
Amazon 5 0,061 12,07 11,55
Amazon 15 0,037 8,39 6,87
Amazon 30 0,033 8,21 6,16
Meta 5 0,09 54,34 41,68
Meta 15 0,059 36,52 31,32
Meta 30 0,058 38,68 325
Oracle 5 0,036 7,11 48
Oracle 15 0,081 11,87 10,57
Oracle 30 0,1 15,84 13,65

Analysis of Results

Analysis of ARIMA model results reveals a distinct pattern of performance variation across data from
nearly all examined companies. For short-term forecasting horizons (5 days), ARIMA demonstrates relatively high
accuracy, with the MAPE metric remaining below 0.06, corresponding to an average prediction error of 6% from
actual prices.

When extending the forecasting horizon to 15 days, MAPE exhibits significant deterioration, increasing by
12.5% for Google and 79.4% for Oracle compared to short-term predictions. Interestingly, long-term forecasting
performance (30 days) surpasses medium-term results across all companies except Google, where the MAPE
difference between long-term and medium-term forecasts was only 3%.

This performance pattern can be attributed to both the inherent characteristics of the data and ARIMA's
fundamental operating principles. The moving average component, combined with the absence of distinct seasonal
patterns in the financial data, causes the model's predictions to converge toward a weighted average of historical
observations. The observed degradation in medium-term forecasting accuracy corresponds to the period of most
severe price volatility, which substantially impacted performance metrics. The subsequent improvement in long-
term forecasting metrics reflects market stabilization and price reversion to pre-turbulence trading ranges.

The Autoencoder was the only model trained on both dataset variants. Table 2 presents the results of the
model trained on the smaller dataset, as its predictions outperformed those of the model trained on the larger sample
in all cases. For short-term forecasting, the LSTM Autoencoder shows worse results compared to ARIMA for 4 out
of 5 companies. On average, the short-term Autoencoder forecast underperforms by 46.66%. As the forecast horizon
increases, this performance gap decreases: medium-term forecasts underperform by 42.1%, and long-term forecasts
by 22.1%.

The simple LSTM shows consistently better results compared to the Autoencoder; therefore, subsequent
comparisons focus on the ARIMA model. On average, ARIMA's short-term forecast is 19.26% more accurate than
LSTM, with the difference reaching as high as 80% for Meta company data. These results confirm ARIMA's
effectiveness for short-term forecasts. The medium-term LSTM forecast showed better results in 3 out of 5 cases.
When comparing the graphs of medium-term forecasts across all models, LSTM can be distinguished by its superior
recognition of momentum shifts (Fig. 1, Fig. 2).
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Fig. 2. LSTM 20 units middle horizon (15 days) Oracle stock price prediction

The long-term LSTM forecast also showed better results in 3/5 cases. Unlike ARIMA, LSTM results do not

deteriorate sharply depending on market volatility (Fig. 3).
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Fig. 3. LSTM 20 units long horizon (36.days) Meta stock price prediction
Residual Analysis
Model quality was assessed through analysis of the autocorrelation function (ACF) of residuals. A well-
performing model should produce residuals resembling white noise without systematic patterns, reflected in the
absence of significant autocorrelations at all lags.

Short-term forecast (5 days). All investigated models demonstrated statistically insignificant
autocorrelations in residuals, indicating effective detection of dependencies in the data. The simple LSTM exhibited
the closest approximation to white noise in residuals, suggesting the model's superior ability to capture latent

dependencies and temporal patterns in the time series (Fig. 4)
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Fig. 4. Autocorrelation function residuals of the short-term forecast of the LSTM model 20 units

Medium-term forecasts (15 days). The LSTM Autoencoder (Fig. 5) and ARIMA began to demonstrate
weak but noticeable autocorrelation spikes, indicating incomplete capture of complex nonlinear dependencies. The
simple LSTM better preserved white noise characteristics in residuals, confirming its robustness across increasing
forecast horizons.

Google Residuals Autocorrelation

0 1 2 3 - 5 6 7
Fig. 5. Autocorrelation function residuals of the middle-term forecast of the LSTM Autoencoder

Long-term forecasts (30 days). The results of long-term forecast analysis deteriorated across all models.
ARIMA (Fig. 6) and the LSTM Autoencoder left the most systematic structure in residuals. The simple LSTM
demonstrated the best residual characteristics, closest to white noise, indicating an optimal balance between model
complexity and generalization capability.

Google Residuals Autocorrelation
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Fig. 6. Autocorrelation function residuals of the long-term forecast of the LSTM model 20 units

Conclusions
Financial time series of the stock market exhibit pronounced stochastic characteristics. Increasing the
training sample size (length of temporal context) causes an increase in forecast error, as the model begins to identify
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dependencies in random noise. Complex models, such as the LSTM Autoencoder, require significantly more time
and computational resources for training due to their large number of parameters. Despite this complexity, the
Autoencoder demonstrates less accurate results compared to simpler ARIMA and LSTM 20-unit models.

This behavior stems from the large number of parameters relative to the limited amount of data. The
information content in the dataset becomes highly dispersed among model weights, introducing considerable noise
in the final results. Consequently, the model captures only the general averaged trend without accounting for short-
term fluctuations. Residual analysis results confirm that increasing the number of parameters does not improve, but
rather worsens, the model's ability to detect dependencies in noisy data.

ARIMA demonstrated strong results for short-term forecasts despite its algorithmic simplicity and
relatively low hardware requirements for training. This makes autoregressive models a suitable choice for
forecasting financial series under lower turbulence conditions. However, ARIMA cannot process multivariate data
and struggles to recognize turning points in noisy data without clear seasonal patterns. ARIMA captures linear
dependencies, while financial markets often exhibit nonlinear effects. Residual analysis indicates that ARIMA
captures fewer patterns compared to recurrent networks.

The LSTM 20-unit model represents the optimal balance between capturing relevant patterns and avoiding
overfitting on market noise. Residual analysis confirms the model's ability to understand data structure across all
forecast horizons. The reduced parameter count requires fewer computational resources for training, while the
multivariate dataset enables effective forecasting of turning points with minimal delay and faster adaptation to sharp
market changes under turbulent conditions.

On average, LSTM 20 units shows 26.2% more accurate results compared to the LSTM Autoencoder. A
particularly significant difference occurred with Google company data, where the simple LSTM outperformed the
Autoencoder by 58.7% on average across all horizons. For medium- and long-term forecasts, LSTM 20 units
outperforms ARIMA by an average of 30.75%.
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