INTERNATIONAL SCIENTIFIC JOURNAL
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

UDK 004.032.26; 657.6

DOI: 10.31891/CSIT-2021-4-3
TETIANA NESKORODIEVA, EUGENE FEDOROV,
ANASTASIIA NESKORODIEVA, TETIANA SICHKO, PAVLO RYMAR

Vasyl' Stus Donetsk National University

NEURAL NETWORK DETECTION METHOD OF DATA ANOMALIES OF WASTE-
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The paper presents a method for the detection of anomalies in waste-free production audit data based on the neural
network model of Gauss-Bernoulli of the forward only restricted Cauchy machine (FORCM). The purpose of the work is to increase
the efficiency of audit data analysis of waste-free production on the basis of the neural network model of anomalies detection without
the use of the marked data that simplifies audit.

To achieve this goal, the following tasks have been set and solved.: offered model of generalized multiple transformations
of audit data in the form of a two-layer neural network. Cauchy offered neural network model of Gauss-Bernoulli of the forward only
restricted Cauchy machine possesses a heteroassociative memory; works real data; has no restrictions for storage capacity; provide
high accuracy of detection of anomalies; uses Cauchy's distribution that increases the speed of convergence of a method of
parametrical identification. To increase the speed of Gauss-Bernoulli parametric identification of a forward only restricted Cauchy
machine, a parametric identification algorithm was developed to be implemented on a GPU using CUDA technology. The offered
algorithm allows increasing training speed by approximately proportional to the product of numbers of neurons in the hidden layer
and power of a training set.

The made experiments confirmed the operability of the developed software and allow to recommend it for use in practice
in a subsystem of the automated analysis of DSS of audit for detection of anomaljes.

Keywords. audit, mapping by neural network, neural network model of Gauss-Bernoulli, forward only restricted Cauchy
machine, detection of anomalies, audit of waste-free production.

TETAHA HECKOPOJIE€BA, €BI'EH ®EJIOPOB,
AHACTACIA HECKOPOIIEBA, TETAHA CIUKO, [TABJIO PUMAP

JloHeubKuii HallioHaJbHIl yHiBepcuteT iMeHi Bacuns Cryca, Binnunsg, Ykpaina

METO/] HEWPOMEPEXEBOI'O BUSIBJIEHHSI AHOMAJIIN JAHUX AYIUTY
BE3BIIXOJHOI'O BUPOBHUMIITBA

B po6oTi rpescTasieHo METOA HEHPOMEPEXEBOrO BUSB/IEHHS aHOMAIIIV AaHnX ayanTy 6E3BIAX0AHOro BUPOBHULTBAE 10
mogeni [ayca- bepHy/mii ogHocrpsmMoBaHoi 0bmexeHoi MalwmHu Kowi (FORCM). MeToto poboTv € rigBuLyEHHS €QEKTUBHOCTI aHasl3y
AaHnx ayanTy 6e3BiAX0AHOr0 BUPOBHULTBA HAa OCHOBI HEHPOMEPEXEBOI MOAE/ BUSB/IEHHS aHOMAsIii 6E3 BUKOPUCTAHHS POIMIYEHNX
AGHNX, LLO CrIPOLYYE ayanT. L1 JOCSrHEHHS L€l MeTu By rOCTaB/EHI | BUPILLIEH] HACTYIIHI 3aBAAHHS. 3arpOroOHOBaHa MOJES b
Y3ara/ibHEHUX MHOXUHHUX MEPETBOPEHL AaHMUX ayAnTy ¥ BUITISAI ABODIBHEBOI HEMPOHHOI MEPEXI Ta MOAESb BUSB/IEHHS AHOMA/IA y
BUITISAI HEUPOMEDEXEBOI MOAENI [ayca-bepHY//Ii  OAHOCTIPIMOBAHOI OBMEXEHOI MalunHy Kolui; 06paHui KpUTEDIU OLiHKU
eQEKTUBHOCTI  HEVIPOMEPEXEBOI  MOAENI  BUSB/ICHHS  AHOMAJIiV,  3alpONOHOBaHMY  METO4  NapamMeTpUYHOi  [AeHTuiKalii
HEVPOMEPEXXEBOI MOLES BUSABJIEHHS AHOMAJIIV, IMPOBEAEHI YUCESbHI AOCTIIIKEHHS.

3anporoHoBaHa HeupoMepexeBa Mogesib [ayca-bepHy/ii  OAHOCTPIMOBaHOI OBMEXeHoI  Mawmnmu Kol —Mae
reTepoacoLiaTuBHy nNam'arTe; MpPaLtoe 3 AIVICHUMY AaHUMY, HE MAE OOMEXEHb 3@ 06CIIoM 36€EDIraHHs, 3ab€3rneyye BUCOKY TOYHICTb
BUSIBJICHHS aHOMAJTIV, BUKOPUCTOBYE po3riogisl KoL, 10 36i7bLLYE WBUAKICTb 36DKHOCTI METOLY NapamMeTpUYHoI [AEHTUDIKALYI.

15 36I/IbLIEHHS WBUAKOCTI aPaMETPUYHOI igeHTugIkauli Mogesi [ayca-bepHy il 0gHOCTPSMOBaHOI 0OMEXEHOI MaLLHU
Kowwi 6yB po3pobrieHuni anropuTM rnapamMeTpuyHoi [AEH TUQIKALI, SKui peasni3oBaHni Ha rpagiyHoMy rpoLecopi 3 BUKOPUCTAHHSIM
rexHostorii CUDA. 3arporoHoBaHmi anroputM A03BOJISIE 36I/IbLUINTY LBUAKICTE HABYaHHS MPUGJIN3HO rporopuiviHo A0BYTKY KillbKOCTI
HEVIPOHIB B rPpUXOBaHOMY LAEPI | MOTY)XXHOCTI HaBYa/lbHOI BUBIDKA.

[lpoBegeHi eKcriepumMeHTH iATBEDAN/IN IPALE3AATHICTL pPO3PO6/IEHOr0 MPOrpPamMHoOro 3abesrneqyeHHs | [03B0JF0Tb
PEKOMEHLYBATH MO0 4715 BUKOPUCTAHHSA Ha MPaKTuLi B I1[ACUCTEM] aBTOMATU30BAHOI0 aHasnizy DSS ayanTy 4715 BUSBIICHHS aHOMAIIN.
[lepcriekTmBu roganbLmx AOC/IWKEHD TO/ISrar0Th Y NEPEBIPL 3aI1POINOHOBAHUX METOLIB Ha BifibLU LLUMPOKOMY Habopi TecToBux 6a3
AaHUX.

TakuM YUHOM, aKTYasIbHe 33BAAHHS MABULYEHHS EQEKTUBHOCTI BUSBJICHHS GHOMA/IIVi B AGHUX ayauTy 6GE3BIAXOAHOIO
BUPOBHULITBAE By/1a BUPILLIEHE 33 JOITOMOIOK0 HEVPOMEDEXEBOI MOAENI ayca-bepHy /i 0AHOCIPAMOBAHOI 06MexXeHOoi MalumHu Kol

Ko4oBi C/10Ba.; ayamT, BifJOBPaXeHHS 3a JOMOMOIro HEUPOHHOI MEDEX], MOAESb HEUPOHHOI MEPEXI [ayca-bepHy i,
OAHOCTIPSMOBaHa 06MEXeHa MalnHa KoL, BUSIBJIEHHS aHOMA/IiH, ayanT 6E3BIAX04HOr0 BUPOBHNLTBA.

Introduction

Nowadays the scientific and technical issue of the modern information technologies in financial and
economic sphere is creation methodology forming of the decision support systems (DSS) at the enterprises audit in
the conditions of IT application on enterprises and with the use of information technologies. Modern automated DSS
audit are based on the automated analysis of the large volumes of data about financial and economic activity and states
of enterprises with the multi-level hierarchical structure of heterogeneous, multivariable, multifunction connections,
intercommunications and cooperation of objects of audit. The tasks automated DSS audit are expansion of functional
possibilities, increase of efficiency and universality of [T-audit [1].
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Related works

Currently, the analytical procedures used during the audit are based on data mining techniques [2, 3].
Automated DSS audit means the automatic forming of recommendable decisions, based on the results of the automated
analysis of data, that improves quality process of audit. Unlike the traditional approach, computer technologies of
analysis of data in the system of audit accelerate and promote the process accuracy of audit, that extremely critical in
the conditions of plenty of associate tasks on lower and middle levels, and also amounts of indexes and supervisions
in every task.

The development of methods of estimation and prediction [4,5], formation of generalized associative
relationships [6] are described in the works of the authors of this article. The goals of creating these methods: reducing
the computational complexity for simple tasks (a single mapping of elements or sub-elements of the audit subject
area), automatic structural identification, increasing the accuracy for complex tasks (compositions of mappings of
elements or sub-elements of the audit subject area) and the possibility of applying these methods for the generalized
analysis of elements and sub-elements of the audit subject area (Table 1).

Table 1

Comparative analysis of intelligent analysis methods in audit tasks

The economic content
of the display

Model of processing elements of the
subject area,
Features of the model or method

Purpose of processing elements
of the subject area

Advantages disadvantages of
the model or method

Payment - delivery of
raw materials

Modified Liquid State Machine, one-
dimensional hidden layer, parameter
identification based on matrix
pseudoreversion [1]

Evaluation and prediction of
indicators of raw material
supplies (by type) based on the
values of payment indicators in a
direct check of the display

Reducing computational
complexity, improving the
forecast accuracy

Settlements with
suppliers-customer
settlements

A neural network model based on a
gateway recurrent unit. For parametric
identification of this model, adaptive
cross entropy

(a combination of random and
directional search) is faster to learn but
less accurate than in [1] because the
pseudoreversal is not paralleled

Evaluation of indicators of
settlements with customers on the
basis of values of indicators of
settlements with suppliers in a
direct verification of mapping

Reducing computational
complexity, improving the
forecast accuracy

Settlements with
suppliers - settlements
with customers

(a composition of
mappings between a
set of input and output
data)

Forward-only counterpropagating neural
network, which is a nonrecurrent static
two-layer ANN [2], assumed that the
audit indicators are noisy with Gaussian
noise (learner model)

Construction of generalized
associative relationships for
generalized analysis tasks (in the
forward direction)

Automating the formation of
generalized features of audit sets
and their mapping by means of a
forward-only counterpropagating
neural network the number of
pairs (neurons in the hidden layer
N1) is set manually

Release of raw
materials - posting of
finished products (a
composition of
mappings between a
set of input and output
data)

Bidirectional counterpropagating neural
network, which is a nonrecurrent static
two-layer ANN BCPNN (learner model)

Construction of generalized
associative relationships for
generalized analysis tasks (in the
forward and reverse direction)

Automating the formation of
generalized features of audit sets
and their mapping by means of a
bidirectional counterpropagating
neural network the number of
pairs (neurons in the hidden layer
N1) is set manually

The choice of model in the audit DSS depends on:

1) characteristics of the audit data type (time series data, spatial data (as mappings));
2) audit level (upper middle, lower),

3) audit tasks (internal, external);

4) the type of analysis tasks (detection of anomalies, structural analysis, assessment of indicators);

5) the characteristics of the enterprise (large, medium, small) and the type of activity (industry) at the top
level;

6) characteristics of sets and subsets of operations at lower levels (numerological, quantitative, semantic,
logical).

This choice is schematically formalized in the form of a binary decision tree for choosing a neural network
data audit model (Fig.1).

At the first level, the choice of a model is carried out depending on data type. If map data is analyzed,
therefore ANN with associative memory is used, otherwise ANN for forecasting.

When choosing models based on associative memory at the next stage, the choice depends on the type of
production: with or without waste. If the production is waste-free, depending on the size of the enterprise and the
specified accuracy of the decision maker, a model is selected that is the best in terms of the ratio of learning rate and
accuracy. At the next levels, the choice depends on the type of analysis. In the case of structural analysis, models are
selected in which the layers correspond to the stages of data transformation, in particular, production data. Also, the
choice depends on the direction of analysis: direct or direct and reverse.

The proposed logical-neural network method makes it possible to automate the process of data analysis in
the audit DSS and optimize it depending on the characteristics of the audit process and the audit object. One of the

MDKHAPOJIHUI HAYKOBUH X YPHAJT . 21
«KOMIT'IOTEPHI CUCTEMH TA IHOOPMAIINHI TEXHOJIOI'TI», 2021, Ne 2



INTERNATIONAL SCIENTIFIC JOURNAL
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

main tasks of data analysis of the audit subject area is the identification of anomalies. Let's consider the existing types
of anomalies and methods of their operation.

Types of anomalies [7-9]:

- point (are provided by points in character space);

- contextual (usually a point of a time series or the rarefied data which depends on the environment);

- collective (the section of a time series or the rarefied data).

Methods of detection of anomalies [7-9]:

1. Approach on the basis of rules (logical approach):

- methods on the basis of associative rules with classification and without classification (for example, the
Apriori method);

- methods on the basis of a decision tree with classification (for example, a method of the isolated wood).

2. Approach on the basis of ANN:

- ANN without classification (for example, the one-class machine of reference vectors, ANN an associative
memory (for example, the autoencoder, the self-organizing card of signs, a neural network of Hopfield, Boltzmann's),
ANN of the forecast of a time series (for example, NARNN (nonlinear autoregressive neural network), NARMANN
(nonlinear autoregressive-moving average neural network), SRN (simple recurrent network), BRNN (bidirectional
recurrent neural network), LSTM (long short-term memory), BILSTM, GRU (gated recurrent unit), BiIGRU));

- ANN with classification (for example, MLP, RBFNN).

ANN
TV \:app data
ANN for forecasting ANN with associative

with waste, layers correspond
to the production of semi-

no waste finished nroducts

CPNN Deep SRN with
RCM associative memory
d accuracy, layers do not
Spee correspond production
layers correspond CPNN RCM
to the production

of semi-finished forward-onl bidirectional
products do not correspond

Deep CPNN ShaFlg&g;NN G Sh%llow .
FOCPNN BCPNN aus];R Cell;/l[mu i
forward_ogl/\l)idirectional
Shallow Shallow
FOCPNN BCPNN

Fig.1 Binary decision tree of neural network model selection for data analysis

3. Approach on the basis of Bayes’ networks with classification

4. Approach on the basis of a clustering:

- clustering on the basis of centroid (for example, a method of k-means) or distributions (for example, the
EM method);

- clustering on the basis of medoid (for example, the PAM methods (partitioning around medoids), a
subtractive clustering);

- density clustering (for example, DBSCAN methods (density-based spatial clustering of applications with
noise), OPTICS (ordering points to identify the clustering structure)).

5. Approach on the basis of the neighborhood (metric approach) (for example, methods of the k-nearest
neighbors, a local outlier factor (LOF))

6. Approaches on the basis of distributions:

6.1. Parametrical approach on a basis:
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- Gaussian distributions (for example, method of the minimum covariance determinant (MCD));

- mixtures of distributions (for example, hidden Markov models (HMM), Gaussian mixture models (GMM)).

6.2. Nonparametric approach on a basis:

- histograms;

- functions of a kernel (for example, Parzen window method).

7. Approach on the basis of regression model (for example, the Box-Jenkins ANN method)

8. Approach on the basis of the spectral theory (matrixes decomposition) (for example, a method of the
principal component analysis (PCA))

9. Approach on the basis of information theory (entropy).

In this work, neural networks were chosen to detect anomalies for the following reasons:

- the possibility of their training and adaptation;

- the ability to identify patterns in the data, their generalization, i.e. extracting knowledge from data, so
knowledge about the object (for example, its mathematical model) is not required;

- parallel processing of information, which increases computing power.

Now the most popular is approach of detection of anomalies on the basis of neural networks.

Disadvantages of the one-class machine of reference vectors is restriction for quantity of reference vectors.
Disadvantage of ANN of the forecast of a time series is that they require existence of a time series. The disadvantage
of ANN with classification is the requirement to classify anomalies, which is not always possible due to the
laboriousness of obtaining labeled data for each type of anomaly. Therefore, ANNs with associative memory were
chosen in this work.

Traditional neural networks with an associative memory are:

1. Neural networks only with heteroassociative memory (for example, the unidirectional neural network of
counter distribution [11], a neural network of the principal component analysis [12], a neural networks of the analysis
independent a component [13].

2. Neural networks only with an autoassociative memory (for example, the autoencoder [10], sigmoidal
network of trust [14], the self-organizing feature map [15], a neural networks of Hopfield [16], Gauss [17], Hamming
[18],

3. ANN with a heteroassociative and autoassociative memory (for example, a full (bidirectional)
counterpropagation neural network [13], a bidirectional associative memory [19], Boltzmann [20]).

The majority of neural networks with an associative memory possess some or more shortcomings: do not
possess a heteroassociative memory; do not work with real data; have no high capacity of an associative memory; have
no high accuracy; have high computational complexity.

In this regard, creation of a neural networks which will allow to eliminate the specified disadvantages is
actual problem.

The purpose of work is increase an efficiency of audit data analysis of waste-free production on the basis of
neural network model of anomalies detection without use of the marked data that simplifies audit.

For achievement of the goal it is necessary to solve the following problems:

— offer model of generalized multiple transformation of audit data;

— offer neural network model of detection of anomalies;

— select criterion for evaluation of efficiency of neural network model of detection of anomalies;

— offer a method of parametrical identification of neural network model of detection of anomalies;

— perform numerical researches.

In this paper, the structure of the data transformation model is determined based on the production structure.
It is assumed that the transformation of raw materials into finished products in one step without waste without
intermediate products. Each type of raw material is used in the production of one or more types of finished products.
The production structure for each planning period (month, quarter, year) is determined on the basis of long-term
contracts and short-term (in particular urgent) orders. The production plan is decomposed into quantization periods of
the planning period, taking into account the production capacity for different types of products.

In this case, the transformation of these raw materials into finished products for the planning period can be
represented in the form of a two-layer neural network. The number of neurons in the input layer is equal to the number
of raw materials used in production. The number of neurons in the output layer is equal to the number of types of
finished products. The input values are the amount of raw materials by type, the output of the network is the finished
product values for the planning period or the quantization period. To train the neural network, the "correct" data are
used (the formation of which has been verified). Data that are subject to verification are used as control data.

The formal statement of the learning problem of the neural network is formulated as follows. Let for model

of anomalies detection the training set be set S = {(xlrz,dfnm)} , mel,M , where xiZ — m -th raw materials vector,
dfn“t — m -th the expected reference vector of finished goods.

Then a problem of increase in accuracy of detection of anomalies on neural network model of the g(xm , W)
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, where x”' — the vector of raw materials, w — a vector of parameters, is represented as a problem of finding such

vector of parameters w , which satisfies criterion

M
1 i * .
F:MZ(g(x’,Z,w )-d%“y? — min. (1)

m=1

Block diagram of neural network model of detection of anomalies
The block diagram of Gauss-Bernoulli model of the forward only restricted Cauchy machine (FORCM) [8]
which is recurrent ANN and consisting one visible layer and one hidden layer (fig.2).

vector of raw
materials

<

vector of finished
goods

visible hidden
neurons neurons

Fig.2. Block diagram of model of Gauss-Bernoulli of the forward only restricted Cauchy machine (FORCM)

Gauss-Bernoulli's components of FORCM are:
stochastic visible neurons which state is described on the basis of Gaussian distribution in the form

X, =W +GJ.N(0,1) , 2)

where M — mathematical expectation,

G ; —amean square deviation (if the training a vector are normalized and centered, then o =1),

N(0,1) — the function returning standardly normally distributed random number.
Transition probability j -th a stochastic neuron in a state o is defined in the form

— the stochastic hidden neurons which state is described on the basis of Bernoulli's distribution in the form

1, with probability P.
x, = . oo (3)
j 10, with probability 1— PJ

Transition probability j -th a stochastic neuron in a state 1 is defined in the form

P. :l+larctan(AE.), 4)
J 2 & J

where AE i increment of energy of ANN at state change ; -th a stochastic neuron with 0 on 1.

Gauss-Bernoulli's advantages FORCM:

1. Unlike the majority ANN possesses a heteroassociative memory.

2. Unlike Boltzmann's machine works real data.

3. Unlike Boltzmann's machine has no restrictions for storage capacity.
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4. Unlike Boltzmann's machine has smaller computational complexity.

Neural network model of detection of anomalies
Positive phase include steps 1-2.
1. Initialization of a state of the visible neurons corresponding to raw materials X1 =x"

2. Calculation of a state of the hidden neurons ( j € 1, N h )

_ 11 h in i
Pj ) + narctan bj + 2 Wi in 0. P <U®O,1)° (5)
i= i

N i L P,2U@OD
—h , xlh {

where U(0,1) — the function returning uniform distributed random number in the range [0,1].
Negative phase include step 3.

3. Calculation of a state of the visible neurons corresponding to finished goods ( j €1, N out )

o bout out out h 20141 qut+ qut 1

where bj.’ — bias for j -th of a neuron of the hidden layer,

b?”t —abias for j -th of a neuron of the visible layer corresponding to finished goods

wl’.;’ " _ communication wei ght from the neuron i -th in a visible layer corresponding to raw materials to j
-th to a neuron of the hidden layer,
wg.m_h — communication weight from the neuron i -th in a visible layer corresponding to finished goods to

J - thto a neuron of the hidden layer,

N — humber of neurons in the hidden layer,
N _ the number of the neurons in a visible layer corresponding to raw materials

N _ the number of the neurons in a visible layer corresponding to finished goods.
Choice of criterion for evaluation of efficiency of neural network model of detection of anomalies
In this work for training of the FORCM model the function of the purpose which means the choice of such
values of a vector of parameters is selected w = (wﬁ_h,..., W;\’;;’}]l\fh , lolm_h,..., ?\:‘Jmh "
of a root mean square error (the differences of a sample on model and a test sample)

), which deliver a minimum

M
Fo 1 “ pout _ gout 2

—> mln 5 (7)
M(Nln NOMt)

where x2z1m — m~-th an evaluation vector of finished goods on model,
out .
dm — m-th vector of finished goods.

Method of parametrical identification of neural network model of detection of anomalies on the basis
of algorithm CD-1 (one-step contrastive divergence)
The method of parametrical identification of neural network model of detection of anomalies on the basis of
algorithm CD-1 consists of the following blocks (fig. 3).
1. Initialization
Number of iteration of training 7 =1, initialization by means of uniform distribution on an interval (0.1) or

[-0.5, 0.5] bias 6™ (n), il N, bj.z(n), jel,N" | and weights wl?_h(n), ie,LN"  jel,N",
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out—h . out . h in—h _ out—h _ in—h _ _in—h out—h _ . out—h
Wy (n), teLN"7, jeLN", w." " (n)=0, w, (n)=0, W (n)= Wi (n), Wy (n)= Wi (n).

| 1. Initialization |

|«

v
2. Initialization of the state of visible neurons corresponding to raw
materials (positive phase)

3. Initialization of the state of visible neurons corresponding to the
finished product (positive phase)

4. Calculation of the state of hidden neurons (positive phase)

v

5. Calculation of the state of visible neurons corresponding to the finished
product (negative phase)

| 6. Calculation of the state of hidden neurons (negative phase) |

v

| 7. Setting synaptic weights based on the stochastic rule |

Yes

—

Fig.3. The sequence of procedures of parametrical identification method of neural network
model of anomalies detection on the basis of CD-1

. . in out D i
The training set is set {(xlr:ll,xron”t) \ x;’: c,nN ,xfnm e,V V., mel,M, where XiZ — m-th raw

t

. ou . .. ..
materials vector, X = — m-th vector of finished goods, M —power of a training set, vector of mean square deviations

: in in in o :
for a raw materials vector ¢ =(c O \in ); vector of mean square deviations for a vector of finished goods

o
out out out
= (Gj ,...,GNW ).
Positive phase include steps 2-4.
2. Initialization of a state of the visible neurons corresponding to raw materials XliZ = Xer ,mel,lM.
3. Initialization of a state of the visible neurons corresponding to finished goods xl(,;m = xfnm ,mel,M
4. Calculation of the hidden neurons state ( j € 1, N h )
| | Nin ' ¥ in Nout ¥ out
P . =—+—arctan| b (n)+ Y Wity L N g outh gy Tmi e 00 (8)
no 2 x J y in y out
i=1 S; i=1 S;
where
A 1 ij >U(0,1)
i =10, P <v(,1) "ELM -
ny
Negative phase include steps 5-6.
5. Calculation of a state of the visible neurons corresponding to finished goods ( j €1, N out )
N
uoml;t = b;m (n)+ G;’.m Z lequt—h (n)XI}nlu' ,mel,lM, xZ;Zj = “lr:zlj + GI;’N(O, ), melLlM. C)
i=1
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6. Calculation of a state of the hidden neurons ( j € , N h )

1 | Nin in Nout X out
_1. 1 h in—h mi out—h mi
ij =3 + 7Tarctan bj (n)+ z w; (n)—l_n + z Wi (n)—om ,melLlM, (10)
i= S; i=l 9
where
A 1 ij >U(0,1)
x2mj =10, ij <U(0,1)’ mel,M.

7. Setup of bias and synoptic weights on the basis of the stochastic rule

1 M loul 1 M xzout ;
out _ pout 1 mi__ 1 mi ; ou
b2 (n+1) = b2 (m) +n MZ Y g ,iel, N (11)
] (e
h h 1 & s 1 & h
b (n+1)=b(n)+n Mlemi—MZﬁmi ,ielLN", (12)
m=1 m=1
. 1Y xliﬁixlﬁ,j in -
pij:HzT’lEI’N , jel,N", (13)
m=1 O
1 M xlle.xZZ. - —
po=—2> M " jel,N" jel,N", (14)
gy M in
m=1 9
W (1) = WP () et —po), i€ LN™ ) jel, N” (15)
l'j lj lj U > s > > >
out +h
p+:LA24:—XI’"" iy iel, N | je1, N (16)
y Mm:1 Giout
1 M xZZZ.tszU. out h
T=—) — " jel,N el
Py =77 2 e e LN LN a7
m=1 O
—h —h -\ t . h
WZ.“’ (n+1)=wg.“’ (n)+n(p;J'.—pl.j),lel,N0u , jeLN". (18)
8. Check of a termination condition
1 M Nout
If— Z Z |x1(’;1“l.t —xZ%t |>¢& then n=n+1, transition to 2.

out
M-N"" 1 i=1

Algorithm of parametrical identification of neural network model of anomalies detection on the basis
of algorithm CD-1 (one-step contrastive divergence) for implementation on GPU
For the offered method (5) — (18) of parametrical identification of neural network model of detection of
anomalies on the basis of algorithm CD-1 the algorithm intended for implementation on GPU by means of technology
of parallel processing of information of CUDA is considered. This algorithm functions as follows.

Step 1. Input of length a raw materials vector X N”, lengths vector of finished goods X N the

number of neurons in the hidden layer Nh, capacities of a training set A/, training set

; P in out PR
{(XZ,Z, ,Onut) | X;Z € (0, 1)N aanut € (0, l)N }, mel,M , a vector of mean square deviations for a raw materials
' ' ' o : t t t
vector 6" = (GlJ’.1 yeens Gl;l]m ) ; vector of mean square deviations for a vector of finished goods 6% = (G?u yeres G(])\?O” ’
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Step 2. Set training iteration number 7 =1. Initialization by means of uniform distribution on an interval

(0.1) or [-0.5, 0.5] bias b7 (n), i€l N, bj.’(n), jelL,N" and weights wl’f]’."h(n), ie, N jel,N",

out—h . out . h in—h _ out—h _ in—h _ _in—h out—h _ . out—h
Wy (n), ieLN"7, jeLN", w." " (n)=0, w, (n)=0, W (n)—wjl. (n), Wy (n)—wjl. (n).

Step 3. Initialization of a state of the visible neurons corresponding to raw materials xliz ,mel,M.

Step 4. Initialization of a state of the visible neurons corresponding to finished goods xlfn”t ,mel,M.
N L -
Step 5. Calculation of the sums Z le;z—h (n)%, melM, jel,N h , on the basis of a reduction, using

i=1 o;

N".M-N™ GPU threads which are grouped in NV h .M blocks. The sum is result of operation of each block sin=h (n)

mj

Nou x1out N
Step 6. Calculation of the sums Z w;”t_h (n)% ,melM, jel,N h , on the basis of a reduction,
i=1 o;

i
using N h MNP GPU threads which are grouped in N h .M blocks. The sum is result of operation of each block
S;Z.t_h (n).

Step 7. Calculation of transition probabilities of stochastic neurons in a state 1 in the form
%Jr%arctan(b? (n)+sZ:j_h (n)+sfn?t_h (n)), using N".M GPU threads which are grouped in N" blocks.
Probability is result of work of each thread ij .

Step 8. Calculation of a state of the hidden neurons xlf’nj .me I,_M , JeELN h , using N".M GPU threads

which are grouped in N " blocks. The state of the hidden neuron is result of work of each thread xlfln i °

Nh

Step 9. Calculation of the sums Z wl.;'.m_h (n)xlfn ;s ME I,_M , jeLN out , on the basis of a reduction, using
i=1
NP .M -N" GPU threads which are grouped in N Ul M blocks. The sum is result of operation of each block
h—out
Sj (n).

Step 10. Calculation of a state of the visible neurons corresponding to finished goods

b;?”t (n)+ ci.wsf’;.ow (n)+0‘}”tN 0,1). melL,M, jel,N° using N .M GPU threads which are grouped in

N plocks. The state of a visible neuron is result of work of each thread xZ%t .

N 1in. _ -
Step 11. Calculation of the sums Z Wzl';_h (n)% ,melM, jel,N h , on the basis of a reduction, using

i=1 S;

N M -N" GPU threads which are groupedin N .M blocks. The sum is result of operation of each block sinh (n)

mj

out out
x2°% — -
Step 12. Calculation of the sums Z w;”t —h (n)# ,melM, jeLN h , on the basis of a reduction,
i=1 F
using N .M. NO GPU threads which are grouped in N .M blocks. The sum is result of operation of each block
s%t_h (n).

Step 13. Calculation of transition probabilities of stochastic neurons in a state 1 in the form
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1 1 in— -
E+—arctan (bf (n)+s”;;. h(n)+sz;’.t h(n)), using N".M GPU threads which are grouped in N blocks.
T

Probability is result of work of each thread ij .

Step 14. Calculation of a state of the hidden neurons foL > ME I,_M ,jeLN h ,using N h .M GPU threads

which are grouped in N " blocks. The state of the hidden neuron is result of work of each thread xZi’1 ;-

M t
. ﬂ%’ . out . . . out
Step 15. Calculation of the sums Z — M "iel,N”™ , onthe basis of a reduction, using N°* -M GPU

2
m=1 (G,Out )
1

threads which are grouped in N OUL blocks. The sum is result of operation of each block sl?”t (n).

M ypout
Step 16. Calculation of the sums Z mi__ e, N  onthe basis of a reduction, using N°“ .M GPU

m=1 (unl )
1

threads which are grouped in N Ul blocks. The sum is result of operation of each block SZ?W (n).

S12 () = 529" (m)

Step 17. Calculation of bias in the form blf”” (n)+n—4 v Ciel, NOUL using N°“ GPU

threads which are grouped in one block. The bias is result of work of each thread blfmr (n+1).

M [
Step 18. Calculation of the sums Z xlfm. ,iel, Nh , on the basis of a reduction, using Nh -M GPU threads

m=1

which are grouped in N " blocks. The sum is result of operation of each block sll]? (n).

M [
Step 19. Calculation of the sums z fo’n i iel,N h , on the basis of a reduction, using N L -M GPU threads
m=1

which are grouped in N " blocks. The sum is result of operation of each block 32? (n).

slfl (n) —s2? (n) A

Step 20. Calculation of bias in the form bl.h (n)+n .ielLN h ,using N ' GPU threads which

M
are grouped in one block. The bias is result of work of each thread bl.h (n+1).
w o, —
Step 21. Calculation of the sums z TJ’ iel,N", jelLN”, on the basis of a reduction, using
m=1 O

N™.N".M GPU threads which are grouped in NV in. N" blocks. The sum is result of operation of each block p:.]'. .

ot
Step 22. Calculation of the sums Z TJ’ iel,N", jelLN”, on the basis of a reduction, using
m=l O

N™.N".M GPU threads which are grouped in NV in. N" blocks. The sum is result of operation of each block pi_j .
pt—po - — .
Step 23. Calculation of weights in the form Wll;l_h (n)+n% i€ I,Nh , J€ I,Nh , using N N*

GPU threads which are grouped in N' i plocks. The bias is result of work of each thread wg’_h (n+1).

M 1%t t ;
Step 24. Calculation of the sums Z o Y ,iel,N ou , J€1,N” | on the basis of a reduction, using
m=1 G;
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N N .M GPU threads which are grouped in N in . Nt plocks. The sum is result of operation of each block p:.]'.

M x2% xoh
Step 25. Calculation of the sums Z o J
m=l O

, 1€ l,Nom , J € I,Nh , on the basis of a reduction, using

N . N . pf GPU threads which are grouped in N . N" blocks. The sum is result of operation of each block

Py
+

P =P,
Step 26. Calculation of weights in the form w;”[_h(n)+n%. iel,Nout, jel,Nh, using

N . N" GPU threads which are grouped in N°% blocks. The bias is result of work of each thread w;”[_h (n+1)

Nout
Step 27. Calculation of the sums z | xl%.t - x2;’nul.t |, mel,M ,onthe basis of a reduction, using M - N' out
i=1

GPU threads which are grouped in M blocks. The sum is result of operation of each block S;;ut .

M -
Step 28. Calculation of the sums z S:;"t , mel,M , on the basis of a reduction, using M GPU threads
m=1
which are grouped in one block. The sum is result of operation of each block S .

Step 29. If ————— < ¢, transition to a step 30, else increase number of iteration, i.e. #=n+1, transition
M- N
to a step 3.

Step 30. Record of the received bias blfmr (n+1), bl.h (n+1), weights wg’_h (n+1) and w;’” Mn+1) the

database.
Experiments
The proposed method was investigated by the indicators of the release of raw materials into production and
the posting of finished products of a manufacturing enterprise with a two-year depth of sampling with daily time
intervals. Comparison results of the offered neural network model (FORCM) with neural network model are presented
by the forward only counterpropagation neural network (FOCPNN) on the basis of criterion of a root mean square

error (tab. 2).
Table 2
Comparison of the offered neural network FORCM model with traditional FOCPNN

Root mean square error of neural network model

FORCM FOCPNN
0.02 0.05

According to tab.2, use of FORCM reduces a root mean square error and by that increases the accuracy of
detection of anomalies.

Results of comparison of the offered algorithm of parametrical identification with use and without use of
GPU and technology of parallel processing information of CUDA are provided in tab.3.

h
. . . . . 2N"M .
According to tab. 3, use of GPU reduces computational complexity approximately in —————— time
log, (VN v )
and by that increases the speed of parametrical identification.
Table 3
Comparison of computational complexity of parametrical identification method with use and without
use of GPU
Indicat Method
naeator use of GPU without use of GPU
Computational complexity O(2log, (N in nout | NI g ) O(4(0.75N n 4 NOUYN by )
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Compared to other neural networks, the proposed neural network has the following advantages:

1. Possesses hetero-associative memory (as opposed to auto-associative stochastic neural networks).

2. Works with real data (as opposed to associative neural networks with binary / bipolar input neurons).

3. Has a high capacity of associative memory (in contrast to associative recurrent neural networks without a
hidden layer with binary / bipolar input neurons).

4. Possesses high accuracy (due to stochasticity).

5. Has low computational complexity (due to the possibility of using the CD-1 method in comparison with full
stochastic neural networks and the possibility of training based on CUDA technology).

Unlike non-connectionist methods, the proposed neural network does not have a limitation on the number of support
vectors, a time series is not required, and preliminary data labeling for each type of anomaly is not required.

Conclusion

1. The actual problem of increase in efficiency of detection of anomalies in data of audit of waste-free
production was solved by means of neural network model of Gauss-Bernoulli of the forward only restricted Cauchy
machine (FORCM).

2. Cauchy offered neural network model of Gauss-Bernoulli of the forward only restricted Cauchy machine
possesses a heteroassociative memory; works real data; has no restrictions for storage capacity; provide high accuracy of
detection of anomalies; uses Cauchy's distribution that increases the speed of convergence of a method of parametrical
identification.

3. To increase the speed of Gauss-Bernoulli parametric identification of a forward only restricted Cauchy
machine, a parametric identification algorithm was developed to be implemented on a GPU using CUDA technology.

h
The offered algorithm allows to increase training speed approximately in _2NM time, where N h _ humber of
log2 (N h v )

neurons in the hidden layer, A — power of a training set.
To increase the speed of Gauss-Bernoulli parametric identification of a forward only restricted Cauchy
machine, a parametric identification algorithm was developed to be implemented on a GPU using CUDA technology.
h
The proposed algorithm allows you to increase the learning rate by about a factor of ZN—ZZI , where N h s the
log,(N"M)
2

number of neurons in the hidden layer, A is the power of the training set.

4. The made experiments confirmed operability of the developed software and allow to recommend it for use
in practice in a subsystem of the automated analysis of DSS of audit for detection of anomalies. Prospects of further
researches are in checking the offered methods on broader set of test databases.
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