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METHOD FOR ENHANCING FMECA (XMECA) SAFETY ASSESSMENT
PROCEDURES CONSIDERING THE CRITICALITY OF ASSUMPTIONS AND
ANALYSIS ERRORS

In existing studies that discuss the Failure Modes, Effects, and Criticality Analysis (FMECA, XMECA) method, two principal
limiting factors are commonly identified: the significant influence of engineers’ and auditors’ experience on the resulting safety
assessments, and the presence of restrictive assumptions embedded in assessment procedures and supporting tools. To address
these limitations, this paper proposes a method for enhancing FMECA (XMECA) safety assessment procedures that explicitly
accounts for the criticality of underlying assumptions and analysis errors. Case study of applying the proposed method demonstrate
that it can serve as an effective instrument for researchers and developers working on reliability and safety assessment problems in
critical systems. Further research is devoted to application of the method in different contexts and industrial sectors.
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BABEIIKO €pren, XAPYEHKO Bsuecnas

HamionansHuii aepoKOCMIYHHI yHIBEpPCHTET «XapKiBChKHUIT aBiaiitHUH IHCTHTYT»

JIEOHTIEB Koctsaatun

HaykoBo-BrpoOHHUYE MiANPUEMCTBO «Paiiiy

METO/I YIOCKOHAJIEHHSI FMECA (XMECA)-ITIPOLIEJYP OLIIHIOBAHH S
BE3MNEKH 3 BPAXYBAHHSIM KPUTUYHOCTI ITPUITYIEHD 1 TOMUWJIOK
AHAJI3Y

3DOCTaHHA CKAGAHOCTI, FETEPOreHHOCTI Ta IEPaPXIYHOI OpraHiz3aLlii KpUTUYHNX CUCTEM KEPYBAHHS U KOHTPOJIIO ICTOTHO
YCK/IAAHIOE ITPOLECH OLIIHIOBAHHS IXHbOI HAAIMIHOCTI Ta 6e3reku., Y Takux yMOBaxX LUMPOKOro 3acTOCyBaHHS HabY/M HariBghopMaribHi
METOAN aHasI3y, CEPER SKUX O4HUM i3 HaNOI/IbLL MOLUMPEHUX € aHAJI3 BUAIB, HACTIAKIB [ KpuTUYHOCTI Bigmos FMECA (Failure Modes,
Effects and Criticality Analysis) 1a vioro wncieHHi mogugikadii XMECA. [lorpu npakTuydHy LiHHICTb | THYYKICTE, 3a3HaYeHi MeToau
MaroTb HU3KY CYTTEBUX OOMEXEHL, 30KPEMA BUCOKY 3a/IEXHICTb PE3Y/IbTaTiB OLIHIOBAHHS BIf €KCIIEPTHOrO AOCBIAY, HASBHICTb
3acTapliimx abo HESIBHUX MPUIYLYEHDL y MPOLESyPax aHanisy, a TakoX IMOBIPHICTb BUHNKHEHHS MOMU/IOK 114 Yac @opmyBaHHS Ta
iHTepniperauii FMECA-Tabrmueb.

Y crarri 3anporioHoBaHo METoq yaAOCkoHaneHHs FMECA (XMECA)-ripouyesyp ouiHioBaHHS 6e3riekv, 1o 6a3yeTbcs Ha
SBHOMY BPaXyBaHHI KpUTUYHOCTI MpUIIyIyers | MoMwIoK aHanizy. Meroq nepesbaqae gopmanizauio cTpyktypu FMECA-Tabanyi y
BUITISAI MHOXWH KOMITOHEHTIB, BUAIB BIAMOB, HAC/IAKIB Ta [MOKA3HWUKIB KPUTUYHOCT], @ TaKOX BBELAEHHS MHOXWH PUIYLEHDb |
TIOTEHUIVIHNX TOMUIIOK, SIKI BIVIMBAIOTL HA PE3YJ/ILTATH OLIHIOBAHHS. [l/15 aHAai3y B/mMBY Takux QaKkTopiB BUKOPUCTOBYETHCS PU3NK-
OpieHTOBaHMA IMiAXIA [3 3aCTOCYBAHHSAM HEYITKOI LLIKA/IM OLIHIOBAHHS T@ baraTopiBHEBOI eKCrIEPTHOI MPOLIEAY DY, YO BPaxoBye TUIU
3arnnTaHp [ Mpo@isi NPaKTM4YHOro 1@ TEOPETUYHOIrO AOCBIAY EKCIIEPTIB.

3anporioHoBaHmi 1igxia A03BOJISE OBIPYHTOBAHO BU3HAYaTV HEOOXIAHICTE MOAU@IKALIT SK CTPYKTypu FMECA-Tabmueb,
TaK [ MOC/THOBHOCTI BUKOHAHHS IPOLELYD aHa/3Yy 3a/1EXKHO B KDUTUYHOCTI BUSB/IEHUX MPUIIYLYEHD | ITOMU/IOK. HaBegeHmi
MPUKAEY 3aCTOCYBAHHS METORY AEMOHCTPYE MOro €QEKTUBHICTL [/IS 3MEHLUEHHS PU3NKIB EPEOLIHIOBAHHS 360 HEAOOLIHIOBAHHS
6e3snexn. OTpuMaHi pe3ysibTatTv CBIAYATH PO AOUIIbHICTD BUKOPUCTAHHS METOAY B 334a4aX OLIHIOBaHHS HAAWMIHOCTI Ta 6e3reku
KDUTUYHUX CUCTEM Y PIZHNX rasiy35X POMUC/IOBOCTI.

KImto4oBi C/10Ba. OLiHIOBAaHHS GE3MEKY, MPUITYLYEHHS, KDUTUYHICTL, FMECA, XMECA
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Introduction
The increasing complexity, heterogeneity, and hierarchical organization of safety-critical instrumentation
and control systems have significantly intensified the challenges associated with their safety assessment. As a result,
purely formal methods based on exhaustive mathematical modeling are often impractical, while fully informal
approaches lack sufficient rigor. This has led to the widespread adoption of so-called semi-formal assessment
techniques, which integrate expert-driven reasoning and risk-based procedures with elements of reliability theory,
including probabilistic models, Markov chains, and state-transition representations [1].

Related works
A key advantage of semi-formal methods is their ability to support controllable scalability of assessment
tasks. This property is particularly important for complex instrumentation and control systems characterized by a
large number of components, functional diversity, and multi-level architectural hierarchies.
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Among the earliest and most established semi-formal techniques is Failure Modes, Effects, and Criticality
Analysis (FMECA) [2,3]. Developed and refined over several decades, FMECA has undergone substantial
methodological evolution, resulting in numerous domain-specific adaptations. These variants are often collectively
denoted as XMECA, where the placeholder “X” may represent failures, intrusions, events, or other phenomena of
interest. Additional qualifiers — such as software, hierarchical, or security — are commonly introduced to reflect the
specific analysis focus [4,5].

In recent years, FMECA-based methods have also been increasingly applied to security-critical systems.
Notable examples include IMECA (Intrusion Modes and Effects Criticality Analysis), which focuses on
cybersecurity threats, and FMEDA (Failure Modes, Effects, and Diagnostics Analysis), which explicitly considers
the effectiveness of diagnostic mechanisms for detecting both safe and unsafe failures [6].

Despite their flexibility and practical relevance, FMECA and XMECA techniques suffer from several
fundamental limitations.

First, the identification and justification of system components, failure modes, and their safety relevance is
inherently complex. Estimating failure probabilities and severities — key parameters for determining criticality via
criticality matrices — requires substantial engineering expertise. Consequently, safety assessment outcomes are
highly sensitive to expert judgment, including potential inaccuracies, biases, and uncertainty. These risks have been
highlighted in multiple studies [4,7, 8].

Second, many FMECA applications rely on long-standing assumptions that were introduced during the
early development of the method and are embedded in existing software and toolchains [9, 10, 11]. The validity of
these assumptions under modern system architectures and operational conditions is not always adequately re-
evaluated.

Third, traditional FMECA approaches often treat safety and cybersecurity as largely independent concerns,
resulting in limited adoption of security-informed safety methodologies [12].

Addressing these challenges requires systematic involvement of experts who are capable not only of
providing domain knowledge but also of critically reassessing the assumptions and methodological choices
underlying reliability and safety evaluations, based on real operational experience [4]. In our previous works [4, 13],
we analyzed several risks associated with FMECA assumptions and proposed approaches for aligning expert
assessments, particularly for qualitative (verbal) information. However, further refinement is necessary, especially
with respect to differentiating expert roles, experience profiles, and the nature of assessment questions across
distinct FMECA stages.

Model for Safety Assessment using FMECA (XMECA) Procedures
As discussed in our previous work [13], the initial structure of FMECA -table, denoted as FMTj, could be
defined by tuple of sets:

FMT, = < {Compi}, {Mod;j, {Effjj}, {Critij}>, (1)
where MComp = {Compi}, i = 1,...,n, is the set of system components under analysis;
MMod = {Mod;j}, j = 1,...,m; is the set of safety-critical failure modes associated with Compi;.
ME(ff = {Effj} is the set of effects corresponding to every failure mode Mod;; of the component Comps;
MCerit = {Crit;;} is the set of criticality assessments of every failure mode Mod;; that is defined as:

Crit;; = Probj x Sevij, (2)
where MProb = {Prob;;} and MSev = {Sevj;} are the sets of probability and severity of failures Mod;;.
Figure 1 shows visual mappings of abovementioned sets to FMECA table columns.

It is assumed that classic FMECA considers only single failures of individual components. Therefore, total
power of set FMT) is defined as the following sum:

N=m+mp+...+m; +....+my; (3)
Moreover, set of assumptions that determine the construction of FMTy: can be also represented as set:

MAsm = {Asmy}, k=1,...,3; 4)
As well as set of errors that could be made during analysis using FMTy:

MErr = {Err,}, r=1,....e. (5)

Method proposed intends to justify and develop modifications to the FMECA table and procedure by
considering the criticality of safety assessment impacts caused by assumptions MAsm and errors MErr.
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Fig. 1. Representation of FMECA as sets
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Fig. 2. Method steps and artifacts

Principles and Procedure for Enhancing FMECA (XMECA) Safety Assessment
The following key principles are utilized by the method:
1) Risk-oriented assessment. For criticality analysis of impact of assumptions from set MAsm and
errors from set MErr on safety assessment result we choose the fuzzy risk scale:
- H (High) — significant impact,
- M (Medium) — moderate impact,
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- L (Low) — minor impact:

2) Expert risk assessment. A group of professional experts with significant practical and research
experience in instrumentation and control systems is formed. Requirements include: at least 10 years of practical
and scientific work in the relevant field. To ensure high accuracy (fairness) of risk assessment method proposes:

- questions are categorized based on their focus (theoretical, practical, or mixed);

- experts are ranked according to their dominant experience profiles;

- expert answers are ranked based on both question type and expert specialization.

Sequence includes the following steps (Fig. 2):

1) Question formulation and classification. Sets of questions are related to sets of assumptions MAsm
and sets of errors MErr.

MQuest = {Questq}, d=1,...,q;

MQuest = PQuest U TQuest U PTQuest,

PQuest 1 TQuest = @, PQuest (1 PTQuest = @, TQuest 1 PTQuest = O,

where PQuest, TQuest, PTQuest subsets that correspond to practical, theoretical, and mixed questions,
respectively.

2) Classification of experts considering priorities of practical and theoretical experience:

MExp = {Expg}, g=1,...,h;

MExp = PExp U TExp U PTExp,

PExp (1 TExp = @, PExp 1 PTExpt =@, TExp (1 PTExp =0,

where PExp, TExp, PTExp — subsets of experts with larger practical, theoretical and universal experience.

3) Assignment of expert weight based on sets MQuest and MExp using H/M/L scale (depicted in Figure 3):

W (Questq, Expg) = H, if Expy © PTExp independently from question types, or

if Questq € PQuest and Exp,; € PExp, or if Questq & TQuest and Exp; & TExp;

W (Questy, Expg) =M, if Questd S TPQuest and Expg € PExp U TExp;

W (Questq, Expg) =L, if Quests € TQuest and Exp; € PExp or if Quests € PQuest and Exp, € TExp.

4) Risk evaluation of assumption risks MAsm and error risks MErr by experts, mapping back to H/M/L
categories, forming the set MAQuestExp:

MAQuestExp (Questd, Expg) = {Adg}-

5) Development of set of values of general (quantified) aggregated assessments:

MWAQuest = {WA4}

and their dequantification by H/M/L scale

MDAQuest = {DA4}.

(b)

Fig. 3. Two-level (a) and (b) three-level ranking
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6) Determination of FMT, and FMECA modification ways considering criticality of assumption impact
from set MAsm and error impact from set MErr on safety assessment result according to the set MD AQuest:

- refinement of object of modification — FMT) table or FMECA method procedures. To achieve this
set MQuest is being divided into subsets of questions that may require making changes into MQuestT table,
MQuestM method sequence, as well as making changes into table and sequence MQuestTM:

- MQuest = MQuestT U MQuestM U MQuestTM;

- clarification of modification type for the subsets MQuestT, MQuestM, MQuestTM;

- determination of modification obligation level using the rule:

- modification by question Questq is required, if DA4=H;

- modification by question Questq is recommended, if DAg¢= M;

- modification by question Questq is required, if DAg=L;

- implementation of FMT, modification and relevant change of FMECA sequence;

- implementation of FMECA sequence modification without changing the FMT,.

Case Study

Table 1 summarizes the possible error modes and describes their corresponding effects on safety. Possible
effects include safety overestimation and safety underestimation. Safety overestimation occurs when the analysis
indicates a higher level of safety than actually exists, which may lead to insufficient safeguards, delayed corrective
actions, or unwarranted confidence in normal operation. In contrast, safety underestimation arises when risks are
assessed as being greater than they truly are, potentially resulting in overly conservative designs, unnecessary
operational restrictions, or increased costs. Both effects have negative impact and therefore must be carefully
identified and mitigated.

Table 1.
Error modes and effects on safety
Error Modes Effects
Not all components are defined for safety assessment Safety overestimation
The number of components used for safety assessment is given too high Safety underestimation
Not all failure modes are considered Safety overestimation
Excess failure modes are considered Safety underestimation
Failure criticality (probability, severity) is underestimated Safety overestimation
Failure criticality (probability, severity) is overestimated Safety underestimation
Failure mistakenly treated as detected Safety overestimation
Failure mistakenly treated as undetected Safety underestimation
Failure multiplicity is underestimated Safety overestimation
Failure multiplicity is overestimated Safety underestimation
Multiple faults of different components at one level are not considered Safety overestimation
Multiple faults of different components at different levels are not considered Safety overestimation
Multiple faults of different versions are not considered Safety overestimation
Not all levels are considered Safety overestimation
Excess levels are considered Safety underestimation
Interaction between levels is not considered Safety overestimation
Excess interaction between levels is considered Safety underestimation
Not all software faults are considered Safety overestimation
More than required software faults are considered Safety underestimation
Not all hardware faults (physical and project) are considered Safety overestimation
More than required hardware faults (physical and project) are considered Safety underestimation
Hardware and software faults are not considered with respect to possible attacks Safety overestimation

Table 2 contains analysis results of error risks.

Conclusions

This paper examined the existing limitations of the Failure Modes, Effects, and Criticality Analysis
(FMECA/XMECA) method and proposed an enhanced approach that explicitly accounts for the criticality of
underlying assumptions and potential errors in expert assessments. The proposed method proved effective in
mitigating key limitations of traditional FMECA applications, particularly those related to the influence of human
factors and entrenched stereotypes in expert judgment. Examples of practical application of the new approach
demonstrate its potential to improve the accuracy of reliability and safety assessments for critical systems.

The obtained results indicate that integrating enhanced FMECA procedures can significantly increase the
effectiveness of safety assessment processes. This, in turn, may contribute to the development of safer and more
reliable systems across various industrial domains. To confirm the general validity of the proposed method, further
research is required, including its application in different contexts and industrial sectors. Of particular importance is
the investigation of the scale and boundaries of the proposed approach’s impact under varying technological
constraints and domain-specific operational scenarios.
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Table 2.
Analysis results
Error Modes Effects Probability Severity Risk
Not all components are defined for safety Safety overestimation 2.1 1.6 336
assessment
The number of components used' for safety Safety underestimation 24 23 5.52
assessment is given too high
Not all failure modes are considered Safety overestimation 1,5 1,5 225
Excess failure modes are considered Safety underestimation 23 2,6 5,98
Failure criticality (pro_bablhty, severity) is Safety overestimation 5 1.6 32
underestimated
Failure criticality (prgbablhty, severity) is Safety underestimation 22 23 5.06
overestimated
Failure mistakenly treated as detected Safety overestimation 23 1,7 391
Failure mistakenly treated as undetected Safety underestimation 2,1 2,1 4,41
Failure multiplicity is underestimated Safety overestimation 1,6 1,3 2,08
Failure multiplicity is overestimated Safety underestimation 2 2,2 4,4
Multiple faults of different components at one Safety overestimation 1.9 1.6 3,04
level are not considered
Multiple faults of different components at L
different levels are not considered Safety overestimation 1.8 2 3.6
Multiple faults of dlfferent versions are not Safety overestimation 18 2 3.6
considered
Not all levels are considered Safety overestimation 2,1 1,7 3,57
Excess levels are considered Safety underestimation 2,4 2,5 6
Interaction between levels is not considered Safety overestimation 1,7 1,7 2,89
Excess interaction between levels is considered Safety underestimation 2,3 2,5 5,75
Not all software faults are considered — 1,7 1,9 3,23
Safety overestimation
More than requlrec_l software faults are Safety underestimation 22 27 5.94
considered
Not all hardware faults (physwal and project) are Safety overestimation 1.9 1.6 3.04
considered
More than requllied hardware faults (physical and| Safety underestimation 22 27 5.94
project) are considered
Hardware _and software faul_ts are not considered Safety overestimation 5 1.9 38
in respect to possible attacks
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