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USING ARTIFICIAL INTELLIGENCE ACCELERATORS TO TRAIN COMPUTER
GAME CHARACTERS

A review of the literature has shown that today, given the complexity of computational processes and the high cost of
these processes, the gaming computer industry needs to improve hardware and software to increase the efficiency and speed of
processing artificial intelligence algorithms. An analysis of existing machine learning tools and existing hardware solutions to
accelerate artificial intelligence. A reasonable choice of hardware solutions that are most effective for the implementation of the
task. Possibilities of practical use of the artificial intelligence accelerator are investigated. The effectiveness of the proposed
solutions has been proven by experiments. The use of an artificial intelligence accelerator model allowed to accelerate the learning
of a computer game character by 2.14 times compared to classical methods.
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€JIM3ABETA THATUVYK, €EBI'EHIN CEPI'E€EB, AJIIHA THATUYK

XMenbHULBKHI HAI[lOHATIBHUN yHIBEpCUTET, XMENbHULBKIH, YKpaiHa.

BUKOPUCTAHHSA TPUCKOPIOBAYIB LITYYHOTI'O IHTEJIEKTY JJIsA
HABYAHHA ITEPCOHA’KIB KOMII'IOTEPHUX IT'OP

B cTarTi npoarasnizoBaHo ICHytoYi IHCTPYMEHTA/IbHI 3aC00M /15 MOJIEILUEHHS Ta MPULLIBUALLIEHHS MPOLECY PO3PO6KM irop.
OHIED 3 rosIoBHUX MPOBIIEM, 3 SKUMU CTUKAIOTLCS PO3POOHUKMN Takux CUCTEM Ta fOAATKIB, € TE€, WO a/IrOPUTMU LUTYYHOrO
IHTENIEKTY € OBYNCIIHOBA/IbHO AOPOruMu. Liev @akT 3MYLLIYE LYyKATH LW/SX €QPEKTUBHOIO BUDILIEHHS LIEI rpobriemy, 30KpeMa
BUKOPUCTAHHSI  TMOJIILIEHHS araparHoro [rpyUCKOpeHHSs, o6 3abe3reyntvi HEOOXgHY BUCOKY OOYNCTIOBASIbHY MOTYXKHICTb.
OnmuMi30BaHa 1a creylanizoBarHa anapatHa peasi3alisi MOXe 3MEHLUNTH CUCTEMHI BUTPATU 3a PaxyHOK ONTUMI3auli HeobXigHux
PECYPCIB Ta 3MEHLIEHHS BUMOI [0 E€HEPIii rpy OfHOYACHOMY OJIMWEHHI MPOAYKTUBHOCTI. Bce Oiiblie [OCTAHNKIB, 30KpemMa
3apyOiKkHNX, JOCTIWKYIOTL rasy3b Ta MPOMOHYIOTL HOBI [HCTPYMEHTAE/IbHI 3aC06M A/15 MOJIErLEHHS Ta IMPULLIBUALLEHHS I1poLecy
PO3PO6KY irop.

BpaxoByroun CKAGAHICTL OOYUC/IIOBA/IbHUX POLECIB Ta BE/MKY BapTiCTb LMX MPOLECIB, irpoBa KOMIIOTEPHa rasy3s
rnoTpebye BAOCKOHA/IEHHS anapaTtHoro Ta IporpamMHOro 3a6e3reYeHHs A5 MABULLEHHS e@EKTUBHOCTI Ta LUBUAKOCTI 06pobku
alropUTMIB LUTYYHOro [HTENEKTY. [JOBEAEHO, LU0 BUKOPUCTAHHS PUCKOPIOBAYIB LUTYYHOrO IHTENIEKTY A/ HABYaHHS EPCOHAXIB
KOMITIOTEPHUX irop 3 BUKOPUCTGHHSIM METOAIB MALIMHHOIO HaBYaHHS € aKTyalbHOW 3agadero. Lle [03Bo/ssiE  nigBuymTv
eQEKTUBHICTb Ta LBUAKICTE OBPOBKM aJIrOPUTMIB LLITYYHOIO IHTENEKTY. [TDOBEAEHMI aHA3 T0Ka3aB, WO A/1S KOHKPETHOI 3a4adyi,
Lo PO3rNISAGETLECS B AAHIM pOBOTI, AOLIIbHUM A/IS ITPUCKOPEHHS HaBYaHHS LU € BUKOPUCTaHHS MOAENI NPUCKOPIOBaYa LTYYHOroO
IHTENEKTY, 1o BUKOpUCTOBYE riporecop Intel 19 11900 (11 noKosiiHHS), SKkui MAE HOBY apXiTEKTYPY A/1S WTYYHOro iHTenekTy — Intel
Deep Learning Boost. [OC/KEHO MOX/MBOCTI MPaKTUYHOrO BUKOPUCTAHHS PUCKOPIOBAYa LLUTYYHOIO IHTENEKTY. EQeKkTuBHICTb
BUKOPUCTAHHS 3arPONOHOBaHNUX PILLEHb L[OBEAEHO EKCIIEPUMEHTAMU. BUKOPUCTAHHS MOAE/ TPUCKOPIOBAYa LTYYHOIO IHTE/IEKTY
AO03BOSINIIO B 2,14 pasu rpuLBHALINTH HABYaHHS EPCOHaXY KOMITIOTEPHOI rpy OpPiBHSAHO 3 KIaCUYHUMU METOLaMA.

KIo40BI C/10Ba: MPoLIecop, WTYYHUH IHTENIEKT, KOMITIOTEDHI irpy, areHT, MaluMHHE HaBYaHHS.

Introduction

Artificial intelligence (AI) and machine learning tools have become widespread in recent years, thanks to
advances in computing in power, computing, and performance.

Artificial intelligence is used in an extremely wide range of programs to get better results compared to
traditional methods.

Such applications include image processing, such as face detection and recognition [1], financial markets
analysis and banking [2], robotic systems in industry [3], medical applications and healthcare applications [4],
efficient transactions in database management [5], security applications [6], unmanned delivery services and
personal transport [7], autonomous drones for navigation [8] and much more.

Given the requirements of such applications for accuracy and efficiency, many of these applications are
based on artificial intelligence. This trend indicates the constant interest and high potential of artificial intelligence
tools and machine learning.

These tools are increasingly becoming an integral part of every electronic or embedded system.
Microrobots with built-in artificial intelligence are widely used in practice in various fields. The robots include
advanced controllers that implement Al functions, such as perception (information retrieval) and cognition (decision
making). One of the main problems faced by developers of such systems and applications is that artificial
intelligence algorithms are computationally expensive. This fact leads to the search for ways to effectively solve this
problem, in particular the use of improved hardware acceleration to provide the necessary high computing power.

Optimized and specialized hardware implementation can reduce system costs by optimizing the required
resources and reducing energy requirements while improving productivity [9].
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Related works

In [11] a study of the hardware implementation of artificial intelligence algorithms and machine learning
from 2009 to 2019. The main purpose of this work was to introduce neural networks as a tool for detecting and
recognizing objects in various applications. In this study, the results of two hundred and one scientific works are
analyzed and presented, 169 works were related to the hardware implementation of algorithms of artificial
intelligence and machine learning. Hardware acceleration is considered an ideal solution for energy-intensive and
resource-intensive artificial intelligence algorithms.

The aim is to achieve faster and more efficient processing of Al algorithms [12]. In recent years, many
studies have been published that discuss a large number of implementations of hardware and software optimization
and implementation methods in this area [13-20]. Part of the research looked at the implementation of artificial
neural networks in hardware in general, other studies focused on FPGA accelerators for deep learning neural
networks. For example, in [15] the authors focused on the implementation of FPGA wrapped neural networks. In
[17], the study discussed the details of the implementation of the GPU.

In [21] all the main hardware implementations of artificial neural networks implemented on hardware,
called hardware neural networks (ASM), were studied. Hardware neural networks are classified according to some
characteristics, such as embedded / disabled chip, analog / digital blocks, thresholds, lookup table, calculation and
data rate. A special section for ASM chips covers the implementation of digital and hybrid neurochips based on
FPGA and ASIC.

In [22] a more detailed study was conducted, the main aspects of which were devoted to neural network
accelerators based on FPGA, where they investigated the design of neural network accelerators and summarized all
the methods used to automate the design of accelerators.

The study [24] discussed the basics of learning deep neural networks with this section for methods of
implementing compression. The survey analyzes FPGA-based accelerators and ASIC-based accelerators, with a
greater emphasis on FPGAs. Other studies, such as [25], have also considered techniques for designing FPGA -based
accelerators for compression neural networks.

In conclusion, we can say that all studies have examined various alternatives to the GPU in a
comprehensive way to improve the performance of artificial intelligence algorithms. The use of GPUs is a good
option in terms of accelerating artificial intelligence and an option that can compete with solutions based on FGPA
and ASIC.

A review of the literature has shown that the popularity of computer games is growing today. More and
more researchers, including foreign ones, are researching the industry and offering new tools to facilitate and speed
up the game development process.

Given the complexity of computational processes and the high cost of these processes, the gaming
computer industry needs to improve hardware and software to increase the efficiency and speed of processing
artificial intelligence algorithms.

Therefore, the use of artificial intelligence accelerators to train computer game characters based on machine
learning techniques is an urgent task.

Using microcomputers for machine learning

An important issue is the choice of technology that increases the productivity and efficiency of artificial
intelligence in games. Interesting for practical use is Intel's technology designed to automatically increase the clock
speed of the processor above the nominal, which is called Turbo Boost. However, the power, temperature and
current limits in the design capacity must not be exceeded. The use of such technology increases the performance of
single-stream and multi-stream programs.

In other words, it is actually a processor overclocking technology. The availability of Turbo Boost
technology does not depend on the number of active cores. It depends on the presence of one or more cores that can
operate at a power that is below the design. The operating time of the system in this technology depends on such
things as workload, platform design and operating conditions. Intel Turbo Boost technology is enabled in one of the
BIOS menus by default.

Another technology is a neural processor or artificial intelligence accelerator (NPU). This is a specialized
class of microprocessors or otherwise coprocessors, which is most often used to hardware accelerate the work of
artificial intelligence. Such as artificial neural network algorithms, voice recognition, computer vision, machine
learning and other artificial intelligence methods. Neural processors are computer technology and are used to
hardware accelerate the emulation of neural networks, as well as real-time digital signal processing.

Most often, neural processors include store-type memory blocks, registers, a computing device containing a
multiplication matrix, a switch, decoders, multiplexers, and triggers.

The class of neural processors includes:

- Neuromorphic processors built on a cluster architecture. Unlike traditional computing architectures, they
are highly specialized for the creation and development of various types of artificial neural networks. These
processors use conventional transistors. Computational cores are built from them. Each kernel contains a router to
communicate with other kernels, a task scheduler, and its own SRAM. Each nucleus emulates the work of a large
number of neurons. Such processors are used for deep machine learning.
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- Tensor processors, which are coprocessors, are controlled by a CPU operating with tensors. They have
their own built-in RAM and are highly specialized for performing matrix multiplication and convolution operations.
These operations are used to emulate wrapped neural networks used for machine learning.

- Machine vision processors have many similarities with tensor processors. But they differ from them in
that they are used to accelerate the operation of machine vision algorithms, which use the methods of convolutional
networks, as well as scale-invariant transformation of features. The emphasis is on parallelizing the flow of data
between multiple executive cores. They, like tensors, are used for low-precision calculations, which is accepted in
image processing.

In the case of machine learning using microcomputers, note that the reinforced learning model cannot learn
on a RaspberryPi or using another microcomputer because their boards do not have enough power to perform a large
number of operations. During training, a large number of floating-point multiplication operations take up all the
computing resources of the microcomputer, so it is only possible to import and run a ready-made model on
microcomputers.

Let's consider the basic boards of microcomputers, their parameters and possibilities of additional modules
for machine learning. In [15] the review of comparison of efficiency of microcomputer platforms of machine
learning is given. The review concluded that the most affordable solution for learning at an affordable price would
be a combination of a Raspberry Pi 4 microcomputer with an Intel Neural Compute Stick 2 and a TensorFlow
framework.

TensorFlow from Google is the open and most popular deep learning library for research and development.
TensorFlow is a cross-cutting platform that simplifies the creation and deployment of ML models. TensorFlow
offers several levels of abstraction so you can choose the right one for your needs. You can create and train models
using the high-level Keras API, which makes it easy to get started with TensorFlow and machine learning. If more
flexibility is required, persistent execution allows immediate iteration and intuitive debugging.

For large machine learning tasks, distribution strategy APIs are used for distributed learning on different
hardware configurations without changing the model definition.

An important issue in the calculation of artificial intelligence in games and the use of machine learning is
acceleration, which allows you to effectively address the allocation of CPU resources and reduce the learning time
of artificial intelligence.

Consider the existing and most commonly used hardware accelerators of artificial intelligence and machine
learning, based on standard quality indicators. Hardware accelerator documents are classified from a hardware
perspective to provide a useful comparison. These are the five categories listed below and shown in Figure 1:

- hardware mapping;

- accelerator design based on FPGA,;

- accelerator design based on GPU;

- reclassification of accelerators;

- Xeon-Phi accelerator design.

Hardware Perspective
Y Y Y
FPGA: GPUs ASIC:
Y ¥ ¥ Y
I . GPU boards used:
Altra boards: | | Xilinix boards: - NVIDIA Tesls (K40, Technologies used:
- Amigl0 GX 1150 | | - VinexT (VE4BST, o) TSME 85 g LGS
- StartinV { GHAT k5 VCTI S
StatizV (GRAT RGBT, VCTUE) - NVIDIA GeoForce - TSMC 45 pm CMOS
GsDE) - Zyq (7000,7020) o

Fig. 1 Hardware accelerators of artificial intelligence
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Consider in more detail the scope of each of them. The problem facing researchers is to find an appropriate
algorithm for a particular application and its effective application to the hardware. CNNs are built using direct
transmission networks, which can be considered as a large number of similar scalar operations transmitted at
different stages. This type of calculation is significantly accelerated when working on FPGA. FPGA mapping tasks
include finding an effective match between the CNN computing model and the execution model supported by the
FPGA. Several research papers have addressed these issues of CNN mapping on FPGA.

The heuristic search algorithm and data stream command set architecture used DNNWEAVER to create
high-performance accelerators running on a limited energy budget and built-in FPGA memory. DNNWEAVER is a
structure that automatically generates a synthesized accelerator for a given pair (DNN, FPGA) using manually
optimized templates. The Deep Burning structure is built to simplify the operation of displaying various neural
networks in FPGA or ASIC. RTL library compiler for automatic creation of individual FPGA-based accelerators for
this Al algorithm.

The possibility of direct hardware mapping of Al on FPGA is considered by various researchers. The
proposed model states that it opens up new opportunities for further optimization and can be extended to ASIC
technology, as well as binary neural networks. There is a delay-based design methodology for mapping ConvNets to
FPGAs. Python-based automation tools for creating FPGA-based Al accelerators are quite popular to use. The tool
constantly provides high throughput for various AI models.

The RTL library compiler achieved the best performance: 732.36 GOPS, 1604.57 GOPS, 651.49 GOPS
and 789.44 for NiN, VGG-16, ResNet-50 and ResNet-152 on Startix 10 GX2800 FPGA respectively. For AlexNet,
the python-based automation tool showed the best performance, which is 274.5 GOPS.

Many FPGA-based accelerator architecture designs have been proposed. Most of the research work was
based on FNGA-based CNN accelerators. From a hardware point of view, these documents are divided into two
categories:

- heterogeneous architecture;

- FPGA.

Heterogeneous architecture accelerators use a high-quality FPGA processor to implement a high-
performance binary neural accelerator (BNN). The proposed accelerator is designed to take advantage of the Xeon
CPU + FPGA system. The FPGA architecture is designed for the most computational parts of the BNN, while other
parts of the topology can be processed by the CPU. There are other Al accelerators based on CPU-FPGA. Intensive
computational and universal operations (eg, 2D convolutions) were implemented in the FPGA.

Other heterogeneous architectures combining ASIC with FPGA have focused on deep learning with
efficient tensor matrix / vector operations. The application of the accelerator architecture using two FPGAs is
promising. Implementation of the accelerator based on Al FPGA reached an accuracy of 82.8%.

Xilinix FPGA-based Al accelerators have the highest performance among other implementations. Their
implementation provides the latest results. This is due to the use of interlayer planning, which has reduced data
transfer from 6.6 MB to 0.2 MB with a reduction of 97%.

FPGA-based Al accelerators show the highest performance. This architecture achieves high performance
due to several sources of parallelism integrated into the implementation of Al, which aim to achieve the best
possible acceleration.

Other FPGA-based Al accelerators have been implemented using altera boards. As for the implementation
with a fixed point, it is known about the highest efficiency among other implementations. They addressed the
performance constraints caused by the low bandwidth of the built-in memory due to the two-dimensional
relationship between the processor elements (CPUs) and the local memory. This effectively increases the effective
bandwidth of the built-in memory. Whereas for 32 floating-point implementations on altera boards, the highest
performance is reported.

The methods used to achieve this high performance were to use a built-in flow buffer that efficiently stores
input and output function maps. In addition, a vectorization approach was used, which achieves more than 60% DSP
efficiency.

Built-in FPGA processors, such as NIOS-II, and ARC processors in SoC-based FPGAs are also used to
implement the target accelerators. Al acceleration can also be achieved by using parallel programmable logic to
implement convolution, merging, and add-ons, as well as a built-in ARM processor to run and perform other tasks.

GPUs are becoming important to accelerate deep learning. Existing methods are aimed at accelerating
algorithms on GPUs.

Over the past decade, Intel Xeon Phi coprocessor has paved the way for success in implementing deep
learning algorithms. Intel Xeon Phi is a shared memory. This means a multi-core coprocessor that contains up to 61,
1.2 GHz cores, and each core can switch between 4 hardware threads in a circular manner. Xeon Phi makes
extensive use of Single Instruction Multiple Data (SIMD) technology, which allows you to perform the same
operation on multiple data segments simultaneously. Thus, Xeon Phi is very suitable for deep learning programs,
which usually use simple operations on large tensors.
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Researchers have shown that Intel Xeon Phi can offer an efficient but more general way to parallelize the
deep learning algorithm compared to GPUs. In-depth learning can be effectively optimized and scaled on multi-core
HPC systems.

The proposed CosmowFlow, the first large-scale scientific application of the TensorFlow framework on a
supercomputer scale, is completely synchronous. Optimized full software stack that includes network design, I/ O
processing, communication, TensorFlow framework, and 3D CNN placement in MKLDNN for 3D convolutional
neural network. Some studies by mid-level researchers on BNN have proposed a new approach to optimizing BNN
on processors using the BitFlow framework BitFlow gets 1.8 accelerations.

Hardware technologies for machine learning:

- programmable FP-DNN, a structure having the input data of the described TensorFlow DNN, used to
generate hardware implementations on FPGA boards with hybrid RTL-HLS templates;

- structure used to automate the display of Al on systolic arrays on FPGA;

- TuRF AI acceleration structure, inspired by efficient Al architectures and transfer training, which
supports optimization for a specific domain. It efficiently uses domain programs on the FPGA;

- Caffe uses an open source deep learning system to provide clear access to deep architectures. The code is
written in pure, efficient C ++, where CUDA is used to calculate the GPU,

- clCaffe, an acceleration of OpenCL's well-known Caffe deep learning mechanism, while focusing on the
convolution level, which has been optimized by three different approaches. This greatly improves the ability to use
deep learning cases on all types of OpenCL devices.

There are many open source tools supported by NVIDIA and Intel to support accelerating machine learning
algorithms. For example, NIVIDIA has developed RAPIDS, a machine learning library with an accelerated graphics
processor, which aims to significantly speed up the learning process. RAPIDS improves performance by
accelerating the complete pipeline pipeline, including data preparation, machine learning algorithm, and GPU
visualization.

RAPIDS also significantly speeds up processing, trains larger datasets, and supports the deployment of
multiple GPUs. Fast is used to successfully reduce the required training time of systems that recommend what is
computationally considered intensive with an acceleration of 15.6 times.

The analysis showed that for the specific task considered in this paper, it is advisable to accelerate the
learning of Al is to use a model of artificial intelligence accelerator using Intel 19 11900 processor (11th generation),
which had a new architecture for artificial intelligence - Intel Deep Learning Boost .

Experiments

To prove the effectiveness of the use of artificial intelligence accelerators in computer games, an
experiment was conducted to train a shock-blocking agent. This paper discusses the following key mechanics of a
computer game. These are fist fights. If you omit the means of movement and orientation, the player will have
access to 8 actions and 8 pathogens from which the decision will be made on the following moves:

1. Nothing.

2. Left Attack.

3. Right Attack.

4.  Left Block.

5. Right Block.

6. Left Fint.

7. Right Fint.

8.  Grab.

Nothing Left Aftack  Right Attack LeftBlock  RightBlock  LeftFint Bight Fint Grab

Nothing 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Left Attack 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Right Attack 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Left Block 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Right Block 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Left Fint 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Right Fint 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Grab 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Fig.2 Initial table for the agent

Artificial intelligence changes the state in the following two cases:
1) when the player performed the action and the artificial intelligence was notified,;
2) every 2 seconds.
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Artificial intelligence checks the received condition (for example, the player has executed blow with the
left hand), addresses to the table (Fig. 2) and chooses optimum action. Then apply the selected action, after its
completion receives the result and updates the table.

In this paper, the testing of artificial intelligence was performed in several ways: manually, using a simple
calculation by the processor, as well as using a processor to accelerate artificial intelligence.

An example of a table with the results of manual training is shown in Figure 3.

Row N: Nothing LeftAftack Right Attack LeftBlock RightBlock LeftFint Right Fint

State0 1242522 00992230 -3471755 -0.971019 -0.574808 0.000000 0.000000
Statel 0.000000 1.000000 0.000000  0.000000 2603926 0.000000 0.000000
State2 -0.250000 0.000000 2000000  3.274837 0.000000 0.000000 0.000000
State3 0.000000 0.000000 0.000000 0000000 0000000 0.000000 0.000000
State4 0.000000 0.000000 0.000000 0000000 0000000 0.000000 0.000000
States 0.000000 0.000000 0.000000  0.000000 0000000 0.000000 0.000000
State6 0.000000 0.000000 0.000000  0.000000 0000000 0.000000 0.000000

- o on e o a3

Fig. 3 Table with the results of manual training

Subsequent testing of artificial intelligence using reinforcement training was performed by processing the
standard method using dry processor computing.

As aresult, the agent learned to interact with the player in just 2 hours and 24 minutes.

The Intel 19 11900 (11th generation) processor, which had a new architecture for artificial intelligence —
Intel Deep Learning Boost — was used for re-testing.

From the presented table, artificial intelligence chose to attack with the left hand. Due to the fact that the
player rarely makes a block with the right hand, the character of the computer game is injured. As for blocking, he
learned to block the player's shots after 15 shots.

The results of reinforcement training using a processor to accelerate artificial intelligence are shown in
Figures 4 - 7.

RowN: Nothing Left Attack Right Attack Left Block Right Block  Left Fint Right Fint

State0 0.142857 0285714 0752381  0.266667 -0.257143 -0847619 0.333333
Statel 0876190 2135180 2122956  -0.847619 0.000000 0.790476  0.000000
StateZ 0476191 0323810 1067830  0.000000 1.120466 0.400000  0.000000
State3 2152290 -0.361905 0961905  -0.742857 0485714 -1.197333 -0.876190
Stated -1.242607 -0.838095 1109596  0.047619 -1.528828 0.371429 1.861733
Stated 1456522 2128169 -1876217 1.327616 -4974322 2.183065 5.696792
State6 1.089053 -1.009524 0828571  0.000000 0.942857 0.000000  0.000000

- o oen e L3 R —

Fig. 4. The results of experiments

RowM: Nothing LeftAttack Right Attack LeftBlock RightBlock LeftFint RightFint

State0 0.209524 0761905 0466667  -0114286 -0.247619 0085714 0.647619
Statel 0152381 0723810 0428571  -0.028571 0009524 -0.200000 -0.066667
State2 0171428 0047619 -0.047619 0161905 -0.076130 0.380952 -0.104762
State3 0.114286 0266667 0342857 0047619 0152381 -0.095238 -0.019048
State4 0.228571 0161905 -0.167905 0085238 0.171429 0047619 -0.114286
State5 0000000 0466667 0104762 0400000 -0.200000 0.285714 0.057143
State6 -0.152381 0161905 0.238095 0200000 0.152381 0.000000 0.000000

Fig. 5. The results of experiments

- o oen e o3 3 —

Row N: Nothing Left Attack Right Attack Left Block Right Block LeftFint  Right Fint

{1 Stated 0.000000 0495238 0390476 0333333 -0.314286 0.000000 0.000000
i 2 Statel 0000000 0.000000 0228571  -0.028571 0.247619 -0.0B5714 0.047619
{ 3 State? 0000000 0.619048 0438095 0.000000 0238095 -0.438095 -0.180952
i 4 State3 0000000 0.000000 0000000 0000000 0.000000 0.000000 0.000000
{ 5 State4 0.200000 -0.114286 0266667  -0.238095 0.285714 (0.200000 0.133333
{ 6 State5 1.131137 0.885714 0085714 0057143 0400000 0.057143 0.000000
i 7 States 0.000000 0.000000 0000000 0000000 0514286 0314286 0.000000
Fig. 6. The results of experiments
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Row Ni Mothing  Left Attack Right Attack LeftBlock RightBlock LeftFint  Right Fint

State0 0961905 -0.171429 0314286  -0.495238 -0.276190 0238095 0.209524
Statel 0.266667 0257143 0219048  -0.028571 -0.190476 -0.085714 0.180952
State? 0.095238 0238095 0133333 0200000 0171428 -0.152381 -0.161905
Stated 0.857143 -0.523810 0466667 0400000 -0.400000 0609524 -0.295238
Stated 0323810 -0.257143 0000000 0342857 -0514286 0523810 0495238
State5 -0.171429 0104762 0200000 0.152381 0285714 0257143 -0.295238
State6 -0.161905 -0.314286 0133333  0.61905 0200524 0114286 0.238095

= on o s o Rk —

Fig. 7. The results of experiments

After analyzing the results of artificial intelligence training using all three methods, we can conclude that
the use of Intel 19 11900 processor (11th generation), which had a new architecture for artificial intelligence - Intel
Deep Learning Boost was the most effective.

Retraining using this hardware solution took only 1 hour and 7 minutes, and the released resources could be
reallocated to other processes.

The effectiveness of the proposed solutions has been proven by experiments. The use of the model of the
artificial intelligence accelerator allowed to accelerate the learning of the character of the computer game by 2.14
times compared to the classical methods.

Conclusions

A review of the literature has shown that today, given the complexity of computational processes and the
high cost of these processes, the gaming computer industry needs to improve hardware and software to increase the
efficiency and speed of processing artificial intelligence algorithms. An analysis of existing machine learning tools
and existing hardware solutions to accelerate artificial intelligence. A reasonable choice of hardware solutions that
are most effective for the implementation of the task. Possibilities of practical use of the artificial intelligence
accelerator are investigated.

The effectiveness of the proposed solutions has been proven by experiments. The use of an artificial
intelligence accelerator model allowed to accelerate the learning of a computer game character by 2.14 times
compared to classical methods.
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