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ANALYSIS OF MONOLITHIC AND MICROSERVICE ARCHITECTURES
FEATURES AND METRICS

In this paper the information technologies stack is presented. Thesetechnologies are used during network architecture
deployment. The analysis of technological advantages and drawbacks under investigation for monolithic and network architectures
will be useful during of cyber security analysis in telecom networks. The analysis of the main numeric characteristics was carried out
with the aid of Kubectl. The results of a series of numerical experiments on the evaluation of the response speed to requests and the
fault tolerance are presented. The characteristics of the of monolithic and microservice-based architectures scalability are under
investigation. For the time series sets, which characterize the network server load, the value of the Hurst exponent was calculated.

The research main goal is the monolithic and microservice architecture main characteristics analysis, time series data from
the network server accruing, and their statistical analysis.

The methodology of Kubernetes clusters deploying using Minikube, Kubectl, Docker has been used. Application deploy on
AWS ECS virtual machine with monolithic architecture and on the Kubernetes cluster (AWS EKS) were conducted.

The investigation results gives us the confirmation, that the microservices architecture would be more fault tolerance and
flexible in comparison with the monolithic architecture. Time serfes fractal analysis on the server equijpment load showed the presence
of long-term dependency, so that we can treat the traffic implementation as a self-similar process.

The scientific novelty of the article lies in the application of fractal analysis to real time series: use of the kernel in user
space, kernel latency, RAM usage, caching of RAM collected over 6 months with a step of 10 seconds, establishing a long-term
dependence of time series data.

The practical significance of the research is methodology creation of the monolithic and microservice architectures
deployment and exploitation, as well as the use of time series fractal analysis for the network equipment load exploration.

Key words: monolith architecture, microservice architecture, replay delay, scalability, fault tolerance, monitoring, time
seriles, Hirst's exponent.

5 TETSHA CEJIIBLOPCTOBA, CEPTTI KJIILIJ,
CEPI'lM KUPUYEHKO, AHTOH I'VIA, KATEPUHA OCTPOBCBKA

HamionansHa MetanypriiiHa akagemist Ykpainu

AHAJII3 OCOBJIMBOCTEM TA METPUK MOHOJIITHOI I MIKPOCEPBICHO{
APXITEKTYPHU

B pobori nipescrasieHmsi CTek [HPOPMALIVIHNX TEXHOJIONY, SIKi 3aCOBYIOTECS MPU PO3rOPTaHHI MEDEXEBOI APXITEKTYDH.
llpegcraBrieHni aHasi3 TEXHOIOMYHUX TEPEBAI Ta HELO/IKIB MOHO/IITHOI Ta MEDPEXEBOI apXITEKTYPU MOXeE 6YyTv KOPUCHUM 1P
PO3r7Ia4l IMTaHb KIGEP GE3NEKN B TESIEKOMYHIKALIVIHNX MEPEXaX. [TPOBEAEHMI aHA/I3 OCHOBHUX KIJTbKICHUX XapaKTEPUCTIK 3acObamm
Kubect!. HaegeHi pesy/nbTat cepii 064YUC/IIOBa/IbHUX EKCIIEPUMEHTIB 110 OLiHLI LBMAKOCTI BIAMOBIAI HA 3anuTy, BiMOBOCTIVIKOCT],
PO3ITISHYTI MUTaHHS MAacluTabyBaHHS MOHOJIITHOI Ta MIKDOCEDBICHOI MEDEXEBOI apxiTekTypu. /15 Habopis 4ocoBux psalB, LYo
XapPaKTEPUIrytOTL 3aBAHTAKEHHS MEPEXXEBOIrO CEPBEPY, OOYNCIIEH] 3HAYEHHS MOKA3HNKa XapCTa.

Meror poboT € rpoBEAEHHS AOCTIKEHHS OCHOBUHNUX XaPaKTEPHUCTUK MOHOJIITHOI Ta MIKPOCEPBICHOI apXiTeKTypH, 36[p
AaHHNX YaCOBUX PSAIB 3 CepBEepa Ta iXHIY CTaTUCTUYHMIY aHa 3.

BukopuctaHo MeToquky posroptarHHs Kubernetes knacrepy 3acobamm Minikube, Kubect], Docker. poBeseHo po3ropTaHHs
A0AaTKy Ha BIpTyasibHii mawmHi AWS EC2 — MoHosTHa apxitekTypa 1@ Kubernetes knacrepy Ha AWS EKS — mikpocepsicHa
apxiTexkTypa.

Pe3ysibTati OTpUMaHIi B pobOTI MATBEDAWM, LU0 aPXITEKTYPA MIKDOCEPBICY MaE Habararo Gifibluy BIAMOBOCTIMKICTL Ta
THYYKICTb Y [IOPIBHSIHHI 3 MOHOJIITHOKO apXITEKTYPOIO. DDAKTa/IbHIM aHAll3 YacoBUX PSLIB HABAHTAXEHHS CEPBEPHOrO OB/IaAHAHHS
10Ka3aB HasiBHICTb AOBIOCTPOKOBOI 3a/1@)KHOCTI, 14O AA€E 3MOrY MPEACTaBUTY PeasizaLlito TPagiky K camonoaioHm rpoyec.

HaykoBa HoBu3Ha pobOTY rI0/ISIrac y 3aCTOCYBaHHI PPaKTasibHOro arinizy 40 peasbHuX 4acoBuX psaiB: BUKOPUCTAHHS S4pa
B POCTOPI KOPYUCTYBAaYa, Yacy OYiKyBaHHS S4pa, BUKOPUCTaHHS ONepaTBHOI aM T, KeLLYyBaHHS OnepaTuBHOI am ST, 3i6paHnx Ha
npoTisi 6 mMicauyiB 3 Kpokom 10 cekyHs, BCTaHOB/IEHHI A0BIrOCTPOKOBOI 3a/1EXHOCTI AGHNX YaCOBUX PSLIB.

[IpaKTU4Ha 3HaYUMICTb pOOOTH [10/ISIFAE Y BUKIGAEHHI METOLOJION PO3ropTaHHs Ta eKcr/iyatauii MOHOIITHOI Ta
MIKDOCEDBICHOI apXITEKTYP, 3aCTOCYBaHHI PaKTa/IbHOro aHasizy 4YacoBux psgiB A/ aHasli3y MEPEXEBOro HABaHTaXEHHS.

KIo4oBi C/10Ba. apXiTeKTypa, MOHOJIITHE, MIKDOCEDBICHA, 3aTPUMKE, HAAIMIHICTb, MACLLTa6byBaHHS, MICTKICTb, CIIPUTHICTb,
MOHITOPUHI, YacoBu¥ psf, MOKa3HNK Xepcra.

Introduction
The rapid growth in the number of complex and extensive web-applications has led to the introduction of the
latest communication technologies within the project [1, 2]. The monolithic architecture [3, 4] is logically replaced by
microservices [5, 6]. In this regard, the task of determining the technical [7, 8] and technological [9, 10] features of
this technology [11, 12] becomes relevant.

Related works
Conceptual differences between monolithic and microservice implementations
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It is known that the monolithic architecture involves the process of developing the application as a whole. Any
changes, even the smallest ones, require significant restructuring and deployment of the entire application [13, 14].
Over time, it becomes increasingly difficult to maintain a clear and understandable modular structure, as changes in
the logic of one module tend to affect the code of other modules [15]. Unlike a monolithic architecture, a microservice
architecture is an approach to building a server application [16] as a set of almost unrelated services (Figure 1).
Services are developed and deployed separately and independently of each other [17]. A separate process is required
to run each service. Communication between processes is implemented using HTTP / HTTPS, WebSockets or some
other protocols (Figure 2).
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Fig. 1. The typical transition from a monolith to microservices "Ti
[18] Fig. 2. Microservices landscape for the refactored monolith [18]

The benefits of microservice architecture [19, 20] become apparent when the structure of monolith [21, 22]
becomes so complex that it affects both development and maintenance, as well as runtime performance [23, 24].
Microservice architecture does not benefit smaller applications as the overheads due to the distributed architecture
both in development and operation outweighs the benefits [25, 26].

Research of the main characteristics of application implementation on microservices and monolith
Creation of test monolithic and microservice architecture

For comparison, we deployed the Wordpress application in an AWS EKS cluster (microservice architecture) and
on the virtual machine AWS EC2 (monolithic architecture). We used the computing power of the cloud provider
Amazon Web Services and the same type of virtual machines for AWS EKS and AWS EC2. The AWS EKS nodes
were created on the basis of mb5.large virtual machines. These machines have 2 CPUs and 8 GB of RAM. We also
used an Application Load Balancer. It is important to note, that pods with MariaDB and Wordpress itself were
deployed on different nods.

Speed of response to a request

Let's check the speed of response to requests for microservice and monolithic architecture [30, 27]. To check, we
will use the application "httping", which can determine the speed of responses to http requests. The command "httping
-i 1 -¢ 50" means that we will send 50 http requests with an interval of 1 second.

Run the command for the microservice application:
httping -1 1 -c 50 http://al79086a04dc94aa7b0fc6a61e80987e-923853456.
us-east-1.elb.amazonaws.com/wp-admin/

The average response time to a request in a microservice implementation is 24 ms. And at a consecutive call of
commands the speed of the answer will depend on length of turn.

Let's now run the same command for the monolithic application.
httping -1 1 -c 50 http://54.93.175.7/

The average response time to a request in a monolith implementation is 1.12 ms.
Thus, the response time to the request is determined by the formula:
L(n)=nxF, 1)
where n is the length of the queue, F is the delay in processing one request. For microverses F = 24 ms, for
monolith F = 1.12ms .
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Fig. 3. Response time to the request

Thus, we see that the call delay in the microservice architecture is on average 24 ms, which is almost twenty
times the delay of the monolithic architecture. It should be noted that the delay increases significantly as the queue
increases.

The monolith does not have a network delay because all calls are local. Microservices cannot stay ahead of
physics when it comes to the speed of response to requests.

Reliability of network requests

The following calculations are used to assess the reliability of network requests. Suppose a service
accesses another service over a microservice cluster network with 99.9% reliability. This means that out of
1000 calls, one will fail due to network problems.

R(n)=P", )
where n is the length of the call chains, P is the reliability of the call.

Now, if this service calls another service, we get 99.8% fault tolerance. For a chain of calls with a
depth of up to 10 calls, we achieve 99% reliability — which means that 1 in 100 calls fails (Figure 5).
Because all calls in the monolith are local, there is no chance of a network failure.
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Fig. 4. Reliability of network requests

Because network problems are an expected phenomenon, microservices offer some solutions. For example, the
open source Spring Cloud application offers transparent load balancing and troubleshooting for Java.

In a microservice cluster, services can fail. In this case, the cluster manager simply launches a similar service
with the same characteristics. This makes the microservice architecture extremely stable.

Scaling
There are ways to scale the monolith. You can run multiple instances and configure routing. Or you can run
multiple threads. For microservice architecture, this is also true. But you can scale microservices with less resources.
This means that for the money spent on resources, microservices provide more bandwidth. More accurate scaling is
also possible. If the monolith uses all the resources, the way to handle more connections is to output a second instance.
If one microservice uses all the resources, only that service will need more copies. Because microservices are less
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resource-intensive, it saves resources. Because scaling is simple and accurate, it means that only the required amount
of resources is used.

For example, suppose a monolith runs on an m5.16xlarge instance of Amazon Web Service. The m5.16xlarge
instance offers a whopping 64 processors and 262 GB of RAM. At the moment, the cost is also enormous — 2211.84
US dollars per month for a round-the-clock virtual machine. For the same money you can buy 9 instances of ¢5.2xlarge
with 8 virtual processors and 16 GB of RAM, each of which works around the clock and without days off. But most
workloads do not require full use of resources around the clock. Instead, the use of resources reaches a maximum at
certain hours, and at other times the load becomes less.

Pr(H)=A-Hg, D, (3)

where D is the number of days, H,, is the number of operating hours per day, A=3$ is the cost of 1 hour of the 9

day

instances.
Below is Figure 6, which shows how much these 9 smaller copies cost if they run only for a certain period of
time instead of 24/7 (Figure 5).
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Fig. 5. Price scaling Fig. 6. Time for which the cost of operating microservice

architecture becomes more expensive than operating monolithic

Because the allocated resources are cheaper than one, which is charged hourly, there is a time when a single copy
becomes cheaper. In this example, the transition is (Figure 6):

— 744 hours, if the instances work 100% of the time;

— 1104 hours, if the instances work 67% of the time;

— 1464 hours, if the instances work 50% of the time;

— 2184 hours, if the instances work 34% of the time;

— 4344 hours, if the instances work 17% of the time.

So, over time, using microservices can become more expensive than a monolith. However, microservices allow
us to use resources more efficiently and scale more accurately.

The results of comparing the characteristics of the implementation of the application deployment on
microservices and monolith
We researched the configuration of the Kubernetes orchestration platform for deploying an application with a
microservice architecture. The result of our research is a list of some advantages and disadvantages of both
microservice and monolithic architecture (Table 1).

Table 1
Comparative characteristics of architectures
Characteristic Microservice architecture Monolithic architecture
Reliability More fault tolerant. Microservices can be easily distributed across | Simpler, but less fault tolerant. Monoliths have
multiple nodes. If one node fails, the others can take the load. | fewer moving parts. Monolithic architecture is
Microservices are based on the assumption that the network is unreliable. | suitable for undistributed loads.
Scaling Easier and more accurate scaling. Only the components required for load | Scaling is more complex, slower, and less
handling are scaled. accurate because almost all components are
scaled.
Capacity Responds to requests more slowly because it has network nodes and an | Responds faster to requests because the
additional load of images and orchestration. monolithic architecture does not have networked
nodes, images, and orchestration.
Agility More agile. Code updates can be deployed and installed very quickly | Less agile. Updating the code takes a lot of time
because microservices are loosely interconnected. and checking before deployment.
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Monitoring of network infrastructure

The information technology stack for monitoring network equipment includes Grafana, Prometheus, Loki. Data
from services is collected in Prometheus Server and visualized using Grafana. Using Loki allows you to organize and
get online access to logs.

The architecture of the project is structured in such a way that a processor load of more than 75 percent is
considered unacceptable if the project is working reliably. The metric "Memory load,%" has a threshold value of 80,
an exaggeration of which can become critical for the system's performance.

For reliable system operation:

1) planning of cluster large capacities at the stage of project deployment;

2) limiting the number of clients;

3) adaptive increase in cluster capacities.

The first option - excellent, however, rather expensive - involves large material investments at the start of the
project.

Limiting the number of clients usually goes against a business strategy.

The adaptive increase in processor power requires flexible management of the available processor resources,
which is possible manually (the human factor is a big obstacle to this approach) or by means of Prometheus / Grafana.

On the Grafana side, the "Alert" mechanism is implemented, which launches deployment-patch.yaml, which
automatically increases the processor capacity by connecting an additional Node to the micro-environment.

Real time series research of server state
Consider a set of time series of server state in real time. Data were collected over a six-month period in 10 second
increments. Table 2 shows the calculations of the Hurst exponent for the time series of server equipment when the
window size is varied [31].
The R/ S -analysis of changes in the Hurst exponent, presented in Table 2, showed the following characteristic
features of these implementations: long-term dependence. The Hurst parameter is significantly greater than 0.5 in all
cases, corresponds to a process which is trending (persistent).

Table 2
Hurst parameter of real time series
File name Window size Note
10 50 100 150 200 250 300
cpu-user.xml 0.79 0.90 0.96 1.03 1.06 1.05 1.07 Using kernel in user space
cpu-wait.xml 0.75 0.85 091 0.97 0.94 1.04 1.06 Waiting for kernel
memory-used.xml 0.95 0.96 0.96 0.94 0.91 0.85 0.79 RAM memory usage
memory-cached.xml 0.97 0.93 0.90 0.93 0.88 0.89 0.87 RAM memory caching
Conclusion

We investigated the configuration of the microservice and monolithic application architecture. We concluded
that the microservice architecture has much greater fault tolerance and flexibility compared to the monolithic
architecture. Applications deployed in a microservice architecture are much easier to scale and update than
applications deployed in a monolithic architecture. Application developers with a microservice architecture
communicate much more efficiently in smaller teams compared to the large teams required to develop applications
with a monolithic architecture.

However, the monolithic application deployment architecture is simpler and great for deploying an application
with unallocated workloads. Monolithic architecture responds much faster to requests and has fewer moving parts.
Therefore, it may be easier to administer and maintain applications with monolithic architecture.

Time series of server equipment load have been investigated by the methods of fractal analysis. The presence of
a long-term dependence is shown, which makes it possible to represent the implementation of traffic as self-similar
process.
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