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IRYNA ZASORNOVA, SERGII LYSENKO, OLEKSANDR ZASORNOV

Khmelnytskyi National University

CHOOSING SCRUM OR KANBAN METHODOLOGY FOR PROJECT
MANAGEMENT IN IT COMPANIES

Taking into account the conditions of the functioning of modern business, it is necessary to take into account the constant
changes that occur in the process of developing projects in IT companies. Therefore, when creating projects, there is a need for a
well-founded choice of project management methodologies, which will allow to quickly solve problems that arise in the process of
their creation and will provide an opportunity to ensure high efficiency of project-oriented activities of companies.

The conducted analysis of the methodologies showed that today there are a sufficient number of them, among which there
are rigid and flexible ones. Among the hard methodologies, as Waterfall model, V-model, Incremental model, Spiral model, and
Iterative model are known. Among flexible methodologies, the Agile model, as well as Scrum and Kanban are most often used. The
following flexible methodologies are also known: Lean, eXtreme Programming (XP), Rational Unified Process (RUP), Dynamic Systems
Development Model (DSDM), Rapid Application Development (RAD), and Extreme Programming (XP).

It has been determined that most researchers prove in their studies that agile methodologies are more widespread
nowadays and are better adapted to the conditions of rapid changes in projects. The only exceptions are those methodologies that
apply to certain industries, such as medical, aviation, and others. Such fields involve the use of only brutal methodologies.

The article examines the modern Agile approach to project management, its difference from the traditional approach of the
rigid Waterfall methodology or others; the scope of application of Agile; a short story; the advantages and disadvantages of
implementation and its use.

The article provides a comparative analysis of the most popular today's flexible Scrum and Kanban methodologies. The
roles that are indicated in projects in Scrum and Kanban are considered. The events performed by the teams are also analyzed in
more detall.

The article elaborates a block diagram for a justified choice of Scrum or Kanban methodology. The article is based on
research on the international and Ukrainian markets of IT companies.

The direction of future research of the authors is to conduct a more detailed analysis and comparison of rigid and flexible
methodologies with the aim of using combined forms of project management.

Keywords: IT companies, rigid and flexible methodologies, Waterfall model, V-model, Incremental model, Spiral model,
Iterative model, Agile model, Scrum and Kanban, roles in the project, Product Owner, Scrum team, Scrum master, Sprint Planning,
Daily Scrum, Sprint Review, Sprint Retrospective, backlog, block diagram, comparative analysis, justified choice of methodology.

IPUHA 3ACOPHOBA, CEPI'TH JINCEHKO, OJIEKCAH/IP 3ACOPHOB

XMenbHULBKAH HAIOHATBHU YHIBEPCHTET

BUBIP METO/I0J10T'TI SCRUM ABO KANBAN /1151 YIIPABJIIHHSI TIPOEKTAMHU
B IT KOMITAHIAX

BpaxoByroum yMoBy QyHKLIOHYBAaHHS CyYacHOro Gi3HECY MoTPIOHO BpaxoByBaTV MOCTIVIHI 3MiHM, SKIi BUHUKAEKOTL B MPOLEC]
PO3p06ku rpoekTiB B IT KOMarisx. ToMy, rpu CTBOPEHHI MPOEKTIB BUHUKAE HEOOXIAHICTb OBIPYHTOBaHOIO BUOOPY METOZO/IONMH
YrPaB/IiHHS MPOEKTaMM, LLYO AO3BO/IUTD LUBUAKO BUPILLYBATY rPOBIEMH, 5IKI BUHUKAIOTE Y MPOLIECT IX CTBOPEHHS], T 4aCTb MOX/MBICTb
3a6e3r1eYnTH BUCOKY EQEKTUBHICTE MPOEKTHO-OPIEHTOBAHOI AIS/IbHOCTI KOMITHI.

lpoBegerHmii aHasiz METOZO/IONIN MOKa3aB, Lo Ha CbOrO4HI iX ICHYE AOCTATHS KifIbKICTb, CEPER SKMUX € XOPCTKI Ta rHyYKi,
BY/10 BU3HAYEHO, YO GIifIbLLICTb JOC/TAHMKIB AOBOAATL Y CBOIX MPAaLsX, YO rHyYKi METOZO/IONI € BifibLL LIMPOKO PO3IIOBCIOLKEHNMU B
HalLl Yac [ KpaLLye afarTyroTbCs 40 YMOB LUBUAKUX 3MIH Y MPOEKTAX. BUK/IIOYEHHS CTAHOB/ISITH JINLLIE Ti METOAOJIONT, 5IKI 3aCTOCOBYOTHCS
/15 IEBHUX [aJTY3EY], TaKuX SK MEANYHE, aBIaLIIVIHA Ta IHILY, TaKi rasys3i NEpeaeaqyaroTe BUKOPUCTAHHS Ti/IbKU XOPCTUKMX METOOIIONH,

Y cTarTi po3rngaaETses BIGHOCHO CyyacHmi rigxig Agile 40 yripassiiHHS [POEKTaMy, HOro BIAMIHHICT B4 TPaauLiviHoro
nigxoqy Xopctkoi merogosiori, Hanpukiagi Waterfal|, abo iHwwmx; o067nacTs 3acTtocyBaHHs Agile; KopoTka icTopis; nepesarvt 1a
HELOKY BIIPOBALIKEHHS Ta HOro BUKOPUCTAHHSI.

Y cTarTi BUKOHaHO MOPIBHS/IEHIY aHaII3 HAUIMOMY ISPHILLINX HA CbOrOAHI THYYKUX METOAO/IOrY Scrum i Kanban. Po3po6/ieHo
6/10K-Cxemy 47151 06rpyHTOBaHOro BMbopy meTogosiorii Scrum abo Kanban. Cratrsi 6a3yeTsCs Ha AOCTIMKEHHSIX MIKHaPOAHOro 1a
YKDAIHCbKOro puHKy IT KOMIIaHI,

Haripsmkom Maviby THIX JOC/IIKEHD GBTOPIB € MPOBEAEHHS BifblL AETASILHOIO aHa I3y Ta MOPIBHIHHS XOPCTKUX | MHYYKMX
METOLO/IOMI 3 METOKO BUKOPUCTAHHSI KOMOIHOBaHNX QPOPM yripaB/iiHHS POEKTAMA.

Kroyosi ciosa: IT KomraHii, XopCTKi 1a rHy4Ki merogosiorii, Waterfall mogens, V- mogesns, Incremental mogesns, Spiral
mogesb, Iterative mogens, Agile mogens, Scrum i Kanban, posii y npoekTi, Product Owner, Scrum komarga, Scrum mavictep, Sprint
Planning, Daily Scrum, Sprint Review, Sprint Retrospective, backlog, 6/10k-cxeMa, MOPIBHA/IbHM aHasl3, OOrpyHTOBaHMi BHGID
METO[O0r].

Introduction
The operating conditions of modern business in the world market are characterized by constant changes. In
recent years, these changes have become even more dynamic. Reasonable choice of project management
methodologies will allow solving problems that arise in the process of their creation and will provide an opportunity
to ensure high efficiency of project-oriented activities of companies.
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The variety of concepts and a large number of different applications for the implementation of team projects
in IT companies, in particular for the development of software, complicates the choice of the necessary methodology.
Therefore, a scientifically based choice of methodology for obtaining high-quality development products in a timely
manner is an urgent task. At the same time, the following information must be taken into account: project type,
customer requirements, resources, deadlines, tools, team composition, and others.

We will analyze the methodologies used by IT companies. So, today there are different methodologies for
managing the implementation of projects in companies. The choice of methodology depends on the type of company
and the project it is developing. In modern companies, project management methodologies are usually divided into
rigid and flexible, sometimes they use their mixed form [1, 2]. Rigid methodologies include:

— Waterfall model — in this methodology, the stages depend on each other and the next one begins when the
previous one is completed, thus forming a progressive (cascading) forward movement. Teams of different stages do
not communicate with each other, each team is clearly responsible for its own stage. Advantages: all stages of the
project are performed in a strict sequence; the strictness of the stages allows you to plan the deadlines for the
completion of all works and the corresponding resources (money and human); requirements remain the same
throughout the cycle. Disadvantages: difficulties in formulating clear requirements and the impossibility of changing
them; testing begins only in the middle of project development; until the development process is complete, users
cannot be sure whether the product being developed is of good quality;

— V-model — involves dividing the project into parts (stages, iterations) and passing the stages of the life cycle
on each of them. The use of an iterative model reduces risks and makes it possible to complete the development at the
end of each iteration, the set of stages forms the final result. Advantages: strict phasing; minimization of risks and
elimination of potential problems due to the fact that testing appears in the early stages; improved time management.
Disadvantages: inability to adapt to the customer's changed requirements; long development time (sometimes lasting
up to several years) leads to the fact that the product may not be needed by the customer, as his needs change; there
are no actions embedded in the risk analysis;

— Incremental model — the cycle is divided into smaller modules that are easy to create. Each module goes
through requirements definition, design, coding, implementation and testing phases. The development procedure
according to the incremental model involves the release of the product in the first major stage in the basic functionality,
and then the sequential addition of new functions. The process continues until a complete system is created.
Advantages: the customer can give feedback on each version of the product; there is an opportunity to review risks
related to costs and compliance with the schedule; the customer gets used to the new technology gradually.
Disadvantages: the functional system must be fully defined at the beginning of the iteration allocation life cycle; with
constant changes, the structure of the system may be disturbed;

— Spiral model — using this model, the customer and the development team analyze the risks of the project
and execute it in iterations. The next stage is based on the previous one, and at the end of each round - a cycle of
iterations - a decision is made on whether to continue the project. Advantages: special attention is paid to risk
management; additional features may be added at later stages; the flexible design is possible. Disadvantages: risk
assessment at each stage is quite expensive; constant feedback and reaction of the customer can provoke new and new
iterations, which can lead to a temporary delay in product development; more applicable for large projects;

— Iterative model — the process of creating software, which is carried out in small stages, during which the
analysis of the obtained intermediate results is carried out, new requirements are put forward and previous stages of
work are adjusted. Does not require the beginning of a complete specification of requirements. The creation begins
with the implementation of a part of the functionality, which becomes the basis for determining further requirements.
The product is created in such a way that, first of all, the basic functionality that works is designed. Then with each
iteration, it is improved, and new features are added. Advantages: risk reduction — early detection of conflicts between
requirements, models and project implementation; organization of effective feedback of the project team with the
consumer, creation of a product that really meets his needs; rapid release of a minimally valuable product and the
ability to bring the product to market and begin operation much earlier. Disadvantages: problems with the architecture
and overhead costs - when working with chaotic requirements and without a developed global plan, the architecture
of the program may suffer, and additional resources may be needed to bring it to an adequate appearance; there is no
fixed budget and deadlines, and strong involvement of the customer in the process is required.

Authors Petersen K., Wohlin C., and Baca D. in the article [3] performed an analytical review of rigid
methodologies and the problems that arise when using them. Rigid methodologies are often used in projects where
late-stage changes are too expensive or impossible. For example, to create complex engineering structures (aviation,
construction, etc.). Rigorous methodologies are also used to develop software in systems for military or medical needs.
Also, an overview of the advantages and disadvantages of the Waterfall model is covered by the authors Adetokunbo
A.A. Adenowo, and Basirat A. Adenowo in the publication [4].

Among the flexible methodologies, the following are known today:

— Lean — the concept of «Lean production», which is based on the optimization of the company's work, where
the processes are focused on the final value (the developed project or the sold product) and the removal of those teams
that do not create additional value. According to the conclusions of Grynko T., the advantages of this concept include
the following: saving time, which will allow the completion of a larger number of projects; flexibility; involvement
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of each team member in the optimization process; maximum focus on the consumer. Among the shortcomings, the
author includes the need for extremely high qualifications of project managers or other management; does not
contribute to increasing the scientific and technological level (R&D); needs a perfect information support system (ISS)
and others [5];

— eXtreme Programming (XP) — a software development methodology that differs from other flexible
methodologies in that it is used only in the field of software development. It cannot be used in another business. XP
Principles: Simplicity, Communication, Feedback, Courage and Respect. Advantages: extreme programming; the
customer receives exactly the product he needs; the code always works due to constant testing and continuous
integration; pair programming; low risks. Disadvantages: it is difficult to predict the time spent on the project; the
methodology works only with senior specialists; not suitable for large projects;

— Rational Unified Process (RUP) — a methodology that involves product development in the following
stages: initial; specification; construction; implementation. Each of them includes one or more iterations;

— Dynamic Systems Development Model (DSDM) — a methodology that demonstrates a set of principles,
defined types of roles and techniques. The principles are aimed at the main goal - to deliver the finished project on
time and within the budget, with the ability to adjust requirements during development;

— Rapid Application Development (RAD) — the methodology of rapid development of applications, which
involves the use of tools for visual modelling (prototyping) and development. RAD involves small development teams,
deadlines of up to 4 months, and active involvement of the customer from the early stages. This methodology is based
on the requirements, but there is also the possibility of changes during the development of the system. This approach
allows you to reduce costs and reduce development time to a minimum,;

— Extreme Programming (XP) — the methodology focused on constantly changing product requirements
offers 12 approaches to achieve effective results in similar conditions. Among them: a quick plan and its constant
change; simple architecture design; frequent testing; simultaneous participation of two developers in one task or even
at one workplace; continuous integration and frequent small releases;

— Agile model — it is a powerful methodology for software development, which represents certain systems
that determine the order of tasks, evaluation and control methods. Since 2000, in the practice of project management,
the agile model has been widely used. Since then, methods of its use (Scrum & Kanban, XP, etc.) and software for
Agile project management have been developed and implemented. This methodology is so progressive that it is also
used in other areas (marketing, education, finance, construction, and others). Advantages: quick decision-making due
to constant communications; risk minimization; easier work with documentation. Disadvantages: a large number of
meetings and conversations, which can increase the time of product development; it is difficult to plan processes
because the requirements are constantly changing; rarely used to implement large projects.

Many researchers are engaged in the study and research of project management methods. For example, the
authors Brych V., and Peryt L., believe that in times of global and constant changes, the most effective is the use of
flexible methodologies [6].

According to the researchers Abrahamsson P., Salo O., Ronkainen J., and Warsta J. agile model makes it
possible to adjust the schedule of the project, make certain changes to the project during its implementation, constant
improvement and flexible reactions to changes in requirements, potential and understanding the problems that need
to be solved, etc [7].

In articles [8, 9], the authors conducted an analysis of the most popular software development methodologies,
from which it follows that flexible methodologies better meet business needs and are the most popular among IT
companies.

Therefore, the analysis of the methodologies used today in the information technology (IT) market showed
that they are chosen based on the direction of the project, its budget, implementation terms and the ability to adapt to
flexible business needs. At the same time, due to the lack of clear regulation of actions, the development of projects
within the cycle is ensured in different ways. Therefore, the purpose of this article is to perform a comparative analysis
of the use of flexible methodologies in the process of the development life cycle and their selection for the creation of
a high-quality software product in clearly defined terms.

Performing an analysis of flexible methodologies and developing a block diagram for their selection

In order to achieve high project implementation results in any IT company, it is necessary to carefully plan
each stage of its life cycle. For this, it is necessary to make a justified choice of a flexible methodology for each of the
stages, which will make it possible to implement the project tasks. To do this, it is necessary to perform an in-depth
analysis of the most used flexible Scrum and Kanban methodologies and develop an algorithm for their selection.

Comparing the Scrum and Kanban methodologies, the following criteria can be distinguished: in Scrum, all
tasks are performed in sprints that last from 2 to 4 weeks, respectively. The following meetings are usually held: sprint
planning, daily scrum, sprint review, and sprint retrospective. Usually, these meetings do not exceed 15 minutes. (table
1). In Kanban, meetings are optional. They can be of the following types: daily meeting, replenishment, deli-very
planning meeting, service delivery meeting, operations review, risk review, strategy review.

The release occurs only when the product or some part of it is ready. Usually conducted several times a day
or once a week.
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Table 1
Scrum events
Events Inspection Adaptation

— Product Backlog; — Sprint Goal;

Sprint Planning — Commitments Retrospective; — Forecast;
— Definition of Done — Sprint Backlog

Daily Scrum — Progress toward Sprint Goal : ]SDgrillr;tll?I:gklog,
— Product Increment;

Sprint Review — Product Backlog (Release); — Product Backlog
— Market-business conditions
— Team & collaboration;

Sprint Retrospective — Technology & engineering; — Actionable improvements
— Definition of Done

In Scrum, a backlog is created with clear tasks to be completed in a sprint. Kanban has a workflow where all
the tasks that must be completed are displayed and they are moved from one status to another. At the same time, there
is no clear time frame planning.

There can be no changes or additions in a sprint in Scrum. At the beginning of the sprint, it is decided how
many and which tasks can be done (sprint scope). Such changes are possible in Kanban. When a task is completed, a
new task can be created.

Scrum meetings are usually attended by the product owner, scrum team, and scrum master. In Kanban, project
management can be performed by a manager, there is no focus on the distribution of roles, attention is focused on the
production of the project. The roles, artefacts, and practices in Scrum are listed in table 2.

Table 2
The roles, artefacts, and practices in Scrum

Roles (Who?) Artefacts (What?) Practices (How?)
Product Owner — Product Backlog — Sprint
Scrum team — Sprint Backlog — Sprint Planning Meeting
Scrum master — Potentially Shippable Product — Daily Standup
— Sprint Burndown Chart — Sprint Review
— Sprint Retrospective

In Scrum, task boards are created for each new sprint. The organization of the board has the following parts:
«To dow, «In progress», «In testing» and «Doney.

In Kanban, the board is one and the same. This is an advantage if the team is small because you can see on
one board all the tasks, their relationships with each other and the progress of execution. Usually consists of columns
«To dow, «In progress», and «Done».

Work productivity in Scrum is measured in story points, that is, in the speed of completing tasks per sprint.
Assessment of tasks is always available.

In Kanban, productivity is measured in the speed at which a task moves from the «To do» status to the
«Doney status. Tasks are not always evaluated. A comparative analysis of Scrum and Kanban methodologies is given
in table 3.

Table 3
Comparative analysis of Scrum and Kanban methodologies
Ne Parameters SCRUM KANBAN
1 Visualization of the life cycle + +
2 Availability of iterations + +
3 Presence of backlog + -
4 Daily sprints + +
5 Big projects - +
6 Medium projects with the possibility of making changes + +
7 People and interaction come first + -
8 Processes and tools come first - +
9 Readiness for change + +
10 Development speed + +
11 Minimization of risks + +
12 Repeated sprints of fixed duration + -
13 Continuous process - +
14 Release at the end of each sprint after manager approval + -
15 The flow continues without interruption or at the discretion of the team - +
16 Roles: product owner, scrum master, scrum team + -
17 Roles: a team led by a manager - +
18 The main indicator is the speed of the team + -
19 The main indicator is time - +
20 During the sprint, changes are undesirable + -
21 Changes can happen at any moment - +
22 Self-organization of the team regarding the distribution of tasks +
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From table 3, it can be concluded that each of the methodologies has its own differences.

Table 3 can be used to create a block diagram of a Scrum or Kanban methodology selection program for a
company's work organizations. However, for this, it is necessary to make several transformations with the table 3.

We perform the first transformation by discarding parameters that do not affect the selection. Namely,
parameters by numbers: 1, 2,4, 6,9, 10, 11, 22. Because the parameters of the methodologies have the same positive
value. The result of the first transformation is the reduction of the number of parameters to 14 (table 4).

Table 4
Parameters that affect the choice of methodology
Ne Parameters SCRUM KANBAN

1 Presence of backlog + -
2 Big projects - +
3 People and interaction come first + -
4 Processes and tools come first - +
5 Repeated sprints of fixed duration + -
6 Continuous process - +
7 Release at the end of each sprint after manager approval + -
8 The flow continues without interruption or at the discretion of the team - +
9 Roles: product owner, scrum master, scrum team + -
10 Roles: a team led by a manager - +
11 The main indicator is the speed of the team + -
12 The main indicator is time - +
13 During the sprint, changes are undesirable + -
14 Changes can happen at any moment -

The second transformation is the grouping of parameters according to the priority of selection. Parameter 2
(is the size of the project large) should be the first because a positive answer to it makes the choice of Kanban
methodology. Because further choices do not make sense. The second parameter should be 1 (about the presence of a
backlog), since a positive answer to it also makes further selection impractical. In addition, it is necessary to
reformulate the parameters into questions.

The third transformation is a combination of parameters that are mutually opposite. In parameters 3 and 4,
the user must make a choice that for him, people or tools are more important in the organization of the process. It is
also necessary to combine parameters 5 and 6 (continuous process, or sprints of fixed duration); 7 and 8 (release at
the end of each sprint after approval by the manager, or the flow continues without interruption or at the discretion of
the team); 9 and 10; 11 and 12; 13 and 14. After combining the parameters, it is necessary to reformulate the combined
parameters into questions in the same way as in the previous transformation.

The fourth transformation is replacing the symbol «-» with «no» and «+» with «yes».

Only after the last transformation, table 4 with parameters takes on a form that can be used to develop a block
diagram of the program for choosing the company's work organization methodology (table 5).

Table 5
Data for the development of a block diagram of the methodology selection program
Ne Parameters SCRUM KANBAN
1 Your project is big no yes — end
5 You will have a list of work tasks arranged in order es—end o
of importance (backlog) M
3 In the first place you are: people and their interaction (yes) E(l):)l)s come first
. repeated sprints of fixed duration continuous teamwork
4 The process is:
(yes) (no)
release at the end of each sprint after | continues without interruption or at
5 The flow is: manager approval the discretion of the team
(yes) (no)
Product Owner, Scrum Master, Scrum
. a team led by a manager
6 Roles: Team (no)
(ves) ‘
7 The main indicator: team speed time
(yes) (no)
during the sprint, changes are
3 Changes: undesirable changes can happen at any moment
(no)
(ves)

As we can see from table 5, the first two parameters allow continuing the choice of methodology, if the

answer is «no». The last six do not allow you to switch to the next one, because the program will end when you select
any of the six listed items. However, there is a possibility of the so-called evaluation selection of the listed parameters.
After choosing one of the two possible answer options, the chosen one will be given a weight equal to «1», and the
other — «0». The next step is to count the number of units in the methodology column. The methodology is chosen if
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the number of positive answers is greater. However, it can be seen from table 5 that the number of positive answers
can be equal to three. In this case, you need to choose a mixed methodology for the organization of the company's
work.

In the block diagram (fig. 1), the parameters from table 5 are given by numbers.

| no yes |
K=K+ | S=S+1
| no yes |
K=K+ S=S+1
| no yes |
K=K+ S=S+1
l no yes |
K=K+1 0 S=S+1
no yes
I |
- K>S
yes no
yes no
i
KANBAN SCRUM + KANBAN SCRUM
| |
Y
End

Fig. 1. Block diagram of Scrum or Kanban methodology selection program

Conclusions
Therefore, the analysis of the methodologies has shown that today there are a sufficient number of them,
among which there are rigid and flexible ones. It was determined that most researchers prove in their works that
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flexible methodologies are more widespread nowadays and are better adapted to the conditions of rapid changes in
projects.

The article provides a comparative analysis of the most popular today's flexible Scrum and Kanban
methodologies. A block diagram has been developed for an informed choice of Scrum or Kanban methodology. The
article is based on research on the international and Ukrainian markets of IT companies.

The direction of the authors' future research is to conduct a more detailed analysis and comparison of rigid
and flexible methodologies with the aim of using combined forms of project management.
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PERFORMANCE STUDY OF THE TEXT ANALYSIS MODULE IN THE PROPOSED
MODEL OF AUTOMATIC SPEAKER’S SPEECH ANNOTATION

The global spread and use of remote and online learning systems at various educational levels puts forward a number of
requirements for existing systems and needs for expansfon of functionality. The current problem in Ukraine is the unstable operation
of the energy infrastructure due to frequent hostile shelling, so it is problematic for residents of Ukraine to join online classes on time,
to listen to lectures by lecturers and teachers completely, to take part in conferences and master classes in full. This determines the
need to provide the opportunity of familiarization with educational materials at a convenient time in a form convenient for
understanding and mastering. The lecture recording provides access to audio files that are intended for listening, but are not intended
for printed reproduction. Therefore, the expansion of existing digital educational platforms with the possibility of forming an annotation
(summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use by course students on
paper media is an urgent task and can improve the quality assessment of a remote educational resource from the point of view of
the content and methodological aspect. The aim of the study is to create a generalized hybrid model of automatic annotation of the
speaker’s speech, which provides for the possibility of recognizing the speech, transforming the available data into text and, at the
last stage, summarizing the given text, keeping only the important meaningful part of a lecture. The desired aim was achieved due
to the creation of a generalized hybrid model of automatic annotation of input audio data, taking into account the effectiveness and
features of existing methods of automatic text annotation obtained after converting speech into text. The uniqueness of this study is
the use of marker words at the stage of text summarization, as well as the comparison of the efficiency of data processing at different
stages of operation of this model when using different hardware. The results of computational experiments on graphics processing
units with the Turing architecture showed that when the scope of input data increases by almost 30 times, the time also increases
proportionally, but the use of a more powerful graphics processing unit NVIDIA Tesla T4 gives an speedup of more than 2.5 times
compared to the graphics processing unit NVIDIA GeForce GTX GPU 1650 Mobile for both English and Ukrainian languages. For texts
in the Ukrainian language, the text compression obtained (the ratio of the word count of the input text array to the word count in the
resulting annotation) is 89.7%, for English — 94.15%. The proposed use of marker words showed an increase in the logical connection
of input information internally, but obliges speakers to use predefined marker words to preserve the structure of the annotation
formed.

Keywords: annotation, text, input data, language, abstracting, calculation, graphics processing unit, summarization.

OJIECS BAPKOBCBKA

XapKiBchKHIl HAITIOHAILHUH YHIBEPCUTET PaIi0eIeKTPOHIKH

JTOCIIIKEHHA POBOTU MOAYJIIO AHAJII3Y TEKCTY Y 3AITPOITIOHOBAHIN
MOJIEJII ABTOMATUYHOI'O AHOTYBAHHSA ITPOMOBHU CITIIKEPA

[7106a71bHE MOLIMPEHHS Ta BUKOPUCTAHHS CUCTEM AUCTAHLIVIHOIO Ta OH~/18ViH HAaBYaHHS HA PI3HUX OCBITHIX DIBHSIX BUCYBAE
PAA BUMOr 40 ICHYIOYNX CUCTEM Ta MOTPEBYE POILIMPEHHS QYHKLIIOHAY. [pobnemMoro cboroqeHHs 8 YKkpaiHi € HecTabliibHa poboTta
EHEPreTUYHOI IHGPACTDYKTYpH YEPE3 YaCTi BOPOXI OBCTPI/HM, TOMY, IPUEAHYBATUCA 4O OHJIaVH 3aHSATh BYACHO, C/TyXaTy OBHOLIIHHI
JIEKUIT 7IEKTOPIB Ta Y4YUTENIB, NPUIMAaTH y4acTe y KOH@EDEHUISX Ta MaviCTEP-KIacax y MOBHOMY OOCS3i, XUTE/IaM YKpaiHu €
npo6reMaTndHuM. Lle 06yMOB/IIOE HEOBXIAHICTL 3a6E3MeYNTU MOXIIMBICTL O3HAUOMIIEHHS [3 HABYA/ILHUMU MATEPIANamMm Y 3pyYHM
Yac y3pyyHoOMy A/1 PO3YMIHHS Ta 3aCBOEHHS BUI/ISAN. 3armc ekl 3a6e3nedye JOCTyrl 40 3BYKOBUX Qavi/iiB, SKI MpurlycKarTbC
1IPOC/IYXOBYBAHHSI, a/l€ HE MPUIHAYEH] 47151 APYKOBAHOIo BIATBOPEHHS. TOMY, PO3LUIMPEHHS ICHYIOYNX LUNBPOBUX OCBITHIX M1aThopM
MOX/MBICTIO POPMYBaHHS aHoTaUii (Pe3tome, peghepary) 1ekuii 1a ogaHHs ii'y BUrnsai TEKCTorpagidHnx MaTepiasis 4/15 [M04a/bLUIOMO
BUKOPUCTAHHSI CITyXa4amu Kypcy Ha MarnepoBux HOCIsX, € 3aBAAHHSIM aKTya/lbHUM Ta 34aTHE MABULYNTY OLIHKY SIKOCTI ANCTHLIVIHOro
OCBITHbOIrO pecypcy 3 ror/sgy 3MICTOBHO-METOAO0/IONYHOIO acrekty. MeTo [OC/KEHH € CTBOPEHHS y3ara/lbHEHOI ribpuaHoi
Mogesni aBToMaTMYHOrO aHOTYBAHHS POMOBU CITIKEPA, SIKA HAAAa€E MOXJ/IMBICTb PO3ITI3HABAHHSI MOBJIEHHS], EPETBOPEHHS HasBHUX
A3HNX B TEKCT | OCTaHHIM €TarioM rpOBEAEHHS CYMapU3aLlii AaHOIro TEKCTY, 30Epiratoym JIMLLIE BaX/mBYy 3MICTOBHY YaCTUHY JIEKLII.
[ToctasreHy mety 6y/10 AOCIrHyTO 3aBASKN CTBOPEHHIO Y3arallbHEHOI rfbpuaHOi MOAEN aBTOMAaTUYHOIrO aHOTYBAaHHS BXIAHUX ayAio
AaHNX, BPaxoByloYn e@EeKTUBHICTL Ta OCOG/IMBOCTI ICHYIOYMX METOLIB aBTOMAaTUYHOINO AaHOTYBAaHHSI TEKCTY, OTPUMAHOro /s
KOHBEPTALII MPOMOBY Y TEKCT. HOBU3HOIO A3HOIr0 AOC/IKEHHS € BUKOPUCTAHHS C/TIB MBPKEPIB Ha €Tarll CyMapm3allii TEKCTY, a TaKoX
1OPIBHSIHHS E@MEKTUBHOCTI 0BPOOKN AaHmx Ha piBHuX eranax poboTtv AaHOi MoJesti rpu BUKOPUCTAHHI PI3HOro anapaTtHoro
3abe3neyerHHs. Pe3ysibTati 064YNCIIOBA/IbHUX EKCIIEPUMEHTIB Ha rpagidHuX rnpoLyecopax i3 apXitektyporo Turing rnokasamm, Lo rpu
36I7IbLLIEHHI OOCSAIIB BXIAHNX Aarnx Mavbke y 30 pasis, Yyac Takox 36IbLLIYETHCA MPOMOPLINHO, ase BUKOPUCTAHHS GifiblL MOTYXKHOIM
rpagidHoro nipoyecopa NVIDIA Tesla T4 Aa€ npuckopeHHs biribiue Hix y 2.5 pasu nopisHAaHoO i3 rpagidyHmm ripoyecopom NVIDIA
GeForce GTX 1650 Mobile sik 47151 HITIVICLKOI, TaK [ 4/ yKDAEiHCLKOI MOBU. [/151 TEKCTIB yKDAIHCHKOK MOBOKO OTPUMAHE CTUCHEHHS
TEKCTY (BIAHOLLEHHS Ki/IbKOCTI C/liX BXIJHOMO TEKCTOBOro Macusy [O Ki/IbKOCTI C/1iB B OTpUMAHI aHoTaLlli) ctaHoBuTs 89,7%, Ans
aHrmivicekoi’ Mo — 94,15%. 3arporioHOBaHE BUKOPUCTAHHS C/liB-MAPKEDIB 10KA38/10 IMiABULLEHHS JIOTTYHOIO 3BE3KY BXIAHOI
[H@OpMaLii Mk coboro, arne 3060B53y€E CITIKEPIB BUKOPUCTOBYBATH ITOMNEPEAHBO BUIHAYEHI C/I0Ba-MaPKEPH /151 30EPEXEHH CTPYKTYPU
c@opmoBaHoi aHoTauli.

KItoYyoBi CrioBa. aHOTYBaHHS, TEKCT, BXIAHI AaHHi, MOBa&, peepyBarHs, 06HYNCIIEHHS], rPagidHmi npoLecop, CyMapm3aLis

Introduction
Information presented in text form is a valuable source of knowledge; however, it often needs to be
effectively processed to get as much benefit as possible. Every year, the issue of creating an annotation (summary,
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abstract) becomes more and more relevant [1, 2, 3]. For this purpose, it is necessary to compress text fragments to a
shorter version, reduce the amount of the initial text while preserving key informational elements and content at the
same time. Since it is a time-consuming and, as a rule, labor-intensive task to make annotation manually, the issue of
automating this process is becoming increasingly popular in academic research.

An important component of the information space for remote education remains online lectures with experts,
which can be held as a Q&A session and deal with questions from course students. Further access to online lecture
materials should be convenient for understanding and mastering [4]. The lecture recording provides access to audio
files that are intended for listening, but are not intended for printed reproduction.

Therefore, the expansion of existing digital educational platforms with the possibility of forming an
annotation (summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use
by course students on paper media is an urgent task, since it can improve the quality of presentation of educational
information and the conditions of working therewith, as well as improve the quality assessment of a remote educational
resource from the point of view of the content and methodological aspect [5].

That is why one of the areas of research is speech processing and conversion of audio files into text material,
while keeping only important and relevant information. The key challenges include topic determination, interpretation,
abstract generation, and its quality assessment. The most important tasks include identifying key phrases and using
them to select sentences that will be included in the annotated text.

Text abstracting is the task of compressing a text fragment into a shorter version, reducing the amount of the
original text while preserving key informational elements and content at the same time. Since manual text
summarization is a time-consuming and, as a rule, labor-intensive task, the issue of automating the task is becoming
increasingly popular and therefore is a strong motivation for academic research [6, 7].

There are important text summarization tasks related to NLP, such as classification of texts, answering to
questions, summarization of legal texts, summarization of news and generation of headings. In addition,
summarization can be integrated into these systems as an intermediate stage that contributes to reducing the length of
a document [8].

In the age of big data, there has been an explosion in the amount of textual data from various sources. This
text length is an invaluable source of information and knowledge that should be effectively summarized to be useful.
The growing availability of documents requires comprehensive research in the domain of natural language processing
for automatic text summarization. Figure 1 shows a diagram of a typical text summarization workflow.

— E— ~ ~ ——
Data Preprocessing Term Sentence Diction
‘ Acquisition ‘ ‘ Weighting Scoring o
| |
________________ Yo Y

- Term Frequency; -Cosine Similarity;

- Vector Space i -Maximal Marginal |

Model; il Relevance; :

- Non-Negative il -Sentence Selection.

| Matrix Vectorization.

Fig. 1. Text summarization workflow

Most of existing approaches to text summarization model the problem as a classification problem that decides
whether to include a sentence in the summary or not. Other approaches have used information on the topic, latent
semantic analysis (LSA), sequence-to-sequence models, reinforcement learning and adversarial processes.

Related works. Research task rationale

The relevance of the work described above consists in increasing the efficiency and relevance of forming an
annotation of a speaker’s (lecturer’s, expert’s, teacher’s, etc.) speech. The analysis of existing methods of annotating
text data also proves the existing interest in NLP methods and in particular in methods of text summarization when
performing academic research. The analysis of the problem area has shown that there are two general approaches to
automatic abstracting (Table 1):

extraction (extractive approach) [9]. When extracting, the content is extracted from the input data, but the
extracted content is not changed in any way. The methods of this approach characterize the existence of a function of
evaluation of the importance of information block. As a rule, the importance of a sentence is determined by the
importance of the words therein;

abstraction (abstractive approach) [10.]. Abstractive methods build an internal semantic presentation of the
original text, and then use this representation to create an abstract. It involves the generation of new words and phrases
that do not appear in the input text to report the most useful information from the original text.
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Table 1
Generalization of analysis of the features of extractive and abstractive approaches to abstracting

Extractive method of abstracting Abstractive method of abstracting

Advantages More simple than the abstractive approach, since it | provides for application of additional knowledge due to the
is based on copying pieces of the input text based | use of deep learning;
on the determination of key phrases; the resulting abstract is closer to an abstract that can be
it is easier to ensure basic levels of grammar and | generated by a human, since it uses a semantic analysis of the
accuracy. entire input text.

Disadvantages does not provide for paraphrasing, inclusion of | requires deep knowledge of the developer in the domain of
additional knowledge for high-quality | artificial intelligence and computer linguistics.
summarization.

At present, there are some high-tech solutions from different companies, but each of them has its advantages
and disadvantages as discussed below (Table 2).

Dragon Anywhere is voice recognition software. This solution allows the user for dictating large documents
without limitation on the time of dictation or numbers of pages. If a mistake is made during dictation, there is an
option to correct it or edit the previous sentence using simple voice commands, such as “correct”. The correction menu
that appears will provide a contextual list of alternative phrases to choose from.

Table 2
Overview of existing solutions in the domain of STT and annotation of text arrays

Dragon Anywhere

Amazon Transcribe

QuillBot

Advantages high  accuracy of  voice | high accuracy of voice recognition; there is an option to add a browser
recognition (~ 99%); possibility of interaction with other | extension;
no word count limit; solutions of the Amazone ecosystem. ease of use.
several ways to exchange
documents.

Disadvantages lack of text summarization | high cost of use; works only with English language;
option; lack of the text summarizing option | lack of ability to dictate the text;

possibly cutthroat prices;
it may take time to learn the built-
in commands.

(there is an option of using separate
modules, which will lead to an increase
in the cost of use);

has limitations when using the free
version.

an understanding of the AWS ecosystem
is required.

Amazon Transcribe is an automatic speech recognition service that makes it easy to add speech-to-text
options to any application. Transcribe functions allow for obtaining audio, creating and reviewing easy-to-read
transcripts, improving accuracy with customization and filtering content to ensure customer privacy.

QuillBot is a paraphrasing and summarizing tool that helps millions of students and professionals to reduce
their time of writing by more than half by using the most advanced Al to rewrite any sentence, paragraph or article. It
has both free and premium version. There is also access to use the API.

Aims and tasks of the work

The aim of the study is to create a generalized hybrid model of automatic annotation of the speaker’s speech,
which provides for the possibility of recognizing the speech, transforming the available data into text and, at the last
stage, summarizing the given text, keeping only the important meaningful part of a lecture.

Since the reliability of information contained in the educational resources of remote courses is one of the key
requirements for digital educational platforms, cutting down the emergence of false or distorted data during the
conversion of audio sequence into text data for further semantic analysis is the primary aim of the work.

The uniqueness of this study is the use of marker words at the stage of text summarization, as well as the
comparison of the efficiency of data processing at different stages of operation of this model when using different
hardware [11, 12, 13].

To achieve the desired aim, the following tasks should be solved:
creation of a generalized hybrid model of automatic annotation of input audio data;
review and analysis of existing methods of automatic annotation;
adaptation of input text annotation methods for different computing architectures;
evaluation of the timing of operation of the text analysis module;
analysis of the results obtained.

AN N NANEN

Results and Discussion
The paper proposes a generalized hybrid model of automatic annotation of input audio data (Figure 2).
The automatic speech recognition (ASR) module accepts input of sound recording in WAV format, cleans
the audio sequence using a deep neural network, and converts the cleaned audio sequence into text [14, 15].
The text analysis module accepts input of the deliverables from the speech recognition (ASR) module in the
form of a JSON object. Text filtering takes place at the stage of transition of the JSON object from the ASR module
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to the text summarization module. Next, the selection of key characteristics of the text and the extraction of the most
significant fragments of the text using the mT5 model (pre-trained multilingual transformer for 101 languages), which
is an extension of the Text-to-Text Transfer Transformer (T5) model.

Text Markersl
e h 4 ™
. Automatic Speech S
Audio fil ; ULIImAry
udio files Recognition Text Analysis
Module Module
\\ / \\
] I
|
J— AN .
- Useof Text Markers;

- Sentence Extraction; ‘
i - Sentence Compaction. |

Fig.2 . Generalized hybrid model of automatic speaker’s speech annotation

This solution was trained in 101 languages on a corpus of Common Crawl web pages, and supplemented
with the XL-SUM dataset (covering 45 languages, highly abstract, concise and high-end as evidenced by human and
internal evaluation). The data in different languages was sampled so that the balance between rare and popular web
page languages could be adjusted.

When presenting the experiments, the results of summarizing texts for the Ukrainian and English languages
were studied. Please find the results of benchmarking the evaluation of XL-SUM test sets according to the ROUGE
metric in Table 3.

Table 3
Benchmarking of XL-SUM test sets
Language ROUGE-1 ROUGE-2 ROUGE-3
English 37.601 15.1536 29.8817
Ukrainian 23.9908 10.1431 20.9199

The paper proposes an idea for creating a service for filtering the input text using marker words as described
below.

The primary idea of the Text markers sub-module is to break the input text into fragments. That is, a separate
json file is created with the “chopped” text between two word markers. This functionality creates an option of
abstracting the separate fragments of the text without mixing unrelated information, which can lead to the loss of the
sense of information. After the abstracting stage, the data received is “glued” into one document of the following type:
“Word marker: content”. According to the study conducted, this improvement is aimed at increasing the logical
connection of input information internally.

Please find the scheme of performance of this solution in Figure 3. The sequence of stages of the text analysis
module with modification by adding text markers is as follows: text and text markers are input, the text is parsed and
cut into “pieces”, then for each “piece” separately the summarization process is launched, and the process finishes
with the stage of gluing the data into a single document.

Text Markersl
e ~ . Ve ~
Input text Sub-Module for Chu?kstwnh o Gluing data
P processing Text ex Summarization Summary
Markers T

\_ \

Fig. 3. Scheme of modification of the text analysis module due to the use of text markers

The performance evaluation of the text analysis module demonstrated quite high results for the task of
abstracting texts in the Ukrainian and English languages. This approach to summarization uses the abstractive method
using parallel computing.

Please find the results of comparison of the input and output text in Table 4. The text obtained from the ASR
module is used for comparison.
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Comparison of text compression for summarization completed

Table 4

Language Initial word count Final characters count Text compression, %
Ukrainian 136 14 89.7
English 188 11 94.15

Please find below the examples taken for comparison of the performance of the summarization module in
the table above.

In general, it is necessary to point out the quite high quality of text abstracting even in Ukrainian. It should
be noted that study in the NLP domain for text summarization has been conducted for a relatively long time for many
languages, but the leader in terms of high rates is English.

Computational experiments have been conducted with the use of computers with different performance. The
following hardware has been used as an available estimator on a personal computer — central processor Intel Core 17-
9750H (2.6-4.5 GHz), graphics processing unit NVIDIA GeForce GTX 1650 Mobile. The characteristics of the
hardware on the remote cloud solution are as follows — central processor Intel Xeon 2.30GHz, graphics processing
unit NVIDIA Tesla T4.

Please find the time spent by the text analysis module for processing the input data in the Ukrainian language
in Table 5.

Table 5
Comparison of the time spent on summarization of the text in Ukrainian

Word count Time spent on a personal computer (Ukrainian), sec Time spent on a cloud solution (Ukrainian), sec
25 0.4 0.37
136 3.2 0.92
725 13.6 5.13

According to the results shown in the diagram (Figure 4), there is a trend to increase in the data processing
time with the growth of the text dictionary, which is the expected result. It is possible to see a time reduction in data
processing for a more powerful graphics card, namely NVIDIA Tesla T4, as compared to NVIDIA GeForce GTX
1650 Mobile PC graphics card.

Time spent by the summarization
module
16
14 >
o 12
b
= 10 ¢ Time spenton a
§_ 8 personal computer
o . (Ukrainian), sec
'E- | B Time spent on a cloud
4 PS solution (Ukrainian), sec
2
o m ®
0 200 400 600 800
Word count

Fig. 4. Diagram of time spent for processing text in Ukrainian
Please find the time spent by this module for processing input data in English in Table 6.

Table 6
Comparison of the time spent on summarizing the text in English

Word count Time spent on a personal computer (English), sec Time spent on a cloud solution (English), sec
32 0.38 0.34
187 3.3 0.94
713 12.7 4.98
MDKHAPOJTHUI HAYKOBUI XKYPHAIT 17
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According to the results obtained, a diagram was built demonstrating the time reduction in data processing
for the Ukrainian language. In the same way as in the case above, using a more powerful graphics card can show a
significant increase in data processing for larger text content. Please find the diagram in Figure 5.

Time spent by the
summarization module

o 15

& ¢ oTi

= 10 ime spenton a

S personal computer

§ 5 ~ - (English), sec

.‘E 0 'm ] M Time spent on a cloud
solution (English), sec

0 200 400 600 800
Word count

Fig. 5. Time consumption diagram for processing text in English

Therefore, we can make a conclusion on the effectiveness of speeding up data processing in this module with
a more powerful video card. For the Ukrainian language, there is a significant speedup with a larger scope of input
data, namely if we take into account the test results of 136 and 725 input words, the average speedup will be about
34%. Based on the results for 725 input words, the more there are input words, the higher is the speedup from a more
powerful graphics card.

As to the processing of text in English, the result is slightly faster and the speedup is observed as well for a
more powerful video card. The average speedup result for the input of 187 and 713 is 34% as well.

The studies conducted to improve the performance of the text analysis module due to the use of text markers
proves that the solution developed compensates for the problem of the loss of context of a document and additionally
with the use of parallel computing, does not critically load the system due to the distribution of independent annotation
for selected text “pieces” that have been separated by the user with pre-determined text markers. However, the
proposed approach creates a limitation for the speaker, namely it compels the speaker to use marker words.

Conclusions

The expansion of existing digital educational platforms with the possibility of forming an annotation
(summary, abstract) of a lecture and presenting it in the form of text-and-graphic materials for further use by course
students on paper media is an urgent task and can improve the quality assessment of a remote educational resource
from the point of view of the content and methodological aspect. The aim of the study is to create a generalized hybrid
model of automatic annotation of the speaker’s speech, which provides for the possibility of recognizing the speech,
transforming the available data into text and, at the last stage, summarizing the given text, keeping only the important
meaningful part of a lecture. The desired aim was achieved due to the creation of a generalized hybrid model of
automatic annotation of input audio data, taking into account the effectiveness and features of existing methods of
automatic text annotation obtained after converting speech into text. The uniqueness of this study is the use of marker
words at the stage of text summarization, as well as the comparison of the efficiency of data processing at different
stages of operation of this model when using different hardware. The results of computational experiments on graphics
processing units with the Turing architecture showed that when the scope of input data increases by almost 30 times,
the time also increases proportionally, but the use of a more powerful graphics processing unit NVIDIA Tesla T4
gives an speedup of more than 2.5 times compared to the graphics processing unit NVIDIA GeForce GTX GPU 1650
Mobile for both English and Ukrainian languages. For texts in the Ukrainian language, the text compression obtained
(the ratio of the word count of the input text array to the word count in the resulting annotation) is 89.7%, for English
— 94.15%. The proposed use of marker words showed an increase in the logical connection of input information
internally, but obliges speakers to use predefined marker words to preserve the structure of the annotation formed.

Further research and improvement of the proposed generalized model of automatic annotation of the
speaker’s speech is the possibility of deploying this model in cloud solutions such as Amazon Web Services or Google
Cloud Platform to prevent data loss in the event of war or natural disasters. Cloud solutions ensure the reliability of
data storage and processing due to the creation of data snapshots and replication thereof between servers that have
different geographical locations. And additionally in the event of unavailability of the necessary hardware — the use
of dedicated capacities of cloud solutions.

18 MDKHAPO/IHUI HAYKOBUI XKYPHAJL .
«KOMIT’IOTEPHI CUCTEMHU TA IH®OOPMALIUHI TEXHOJIOI'TI», 2022, Ne 4



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

References
1. N. Bharti, S. N. Hashmi and V. M. Manikandan, "An Approach for Audio/Text Summary Generation from Webinars/Online
Meetings," 2021 13th International Conference on Computational Intelligence and Communication Networks (CICN), 2021, pp. 6-10, doi:
10.1109/CICN51697.2021.9574684.
2. M. Kirmani and A. K. Shukla, "Systematic review of methods used in text summarization," 2022 2nd International
Conference on Advance Computing and Innovative Technologies in Engineering (ICACITE), 2022, pp. 1048-1052, doi:
10.1109/ICACITES3722.2022.9823831.

3. Zhou, M., Duan, N., Liu, S., & Shum, H. Y., “Progress in neural NLP: modeling, learning, and reasoning ”, Engineering, 6(3),
275-290, https://doi.org/10.1016/j.eng.2019.12.014
4. Barkovska, Olesia, Viktor Khomych, and Oleksandr Nastenko. "Research of the text processing methods in organization of

electronic  storages of information objects," Innovative Technologies and  Scientific ~ Solutions for Industries, 1(19),
(2022), https://doi.org/10.30837/ITSS1.2022.19.005

5. Barkovska, O., Pyvovarova, D., Kholiev, V., Ivashchenko, H., & Rosinskiy, D., “Information Object Storage Model with
Accelerated Text Processing Methods”, In COLINS, 2021 (April), pp. 286-299.

6. Ramezani, Majid, and Mohammad-Reza Feizi-Derakhshi. "Automated text summarization: An overview." Applied Artificial
Intelligence,2014, 28.2, pp. 178-215.

7. Rahul, S. Adhikari and Monika, "NLP based Machine Learning Approaches for Text Summarization," 2020 Fourth
International ~ Conference on  Computing  Methodologies and  Communication — (ICCMC), 2020, pp. 535-538, doi:
10.1109/ICCMC48092.2020.1CCMC-00099.

8. El-Kassas, W. S., Salama, C. R., Rafea, A. A., & Mohamed, H. K. (2021). “Automatic text summarization: A comprehensive
survey”, Expert Systems with Applications, 165p.
9. R. Mishra, V. K. Panchal and P. Kumar, "Extractive Text Summarization - An effective approach to extract information from

Text," 2019 International Conference on contemporary Computing and Informatics (IC3I), 2019, pp. 252-255, doi:
10.1109/1C3146837.2019.9055636.

10. D. Singhal, K. Khatter, T. A and J. R, "Abstractive Summarization of Meeting Conversations," 2020 IEEE International
Conference for Innovation in Technology (INOCON), 2020, pp. 1-4, doi: 10.1109/INOCONS50539.2020.9298305
11. Olesia Barkovska, Oleg Mikhal , Daria Pyvovarova , Oleksii Liashenko , Vladyslav Diachenko and Maxim Volk, “Local

Concurrency in Text Block Search Tasks”,. International Journal of Emerging Trends in Engineering Research, 8(3), March 2020, pp.690-694,
DOI:10.30534/ijeter/2020/13832020

12. Barkovska O., Pyvovarova D. and Serdechnyi V., “Pryskorenyj alghorytm poshuku sliv-obraziv u teksti z adaptyvnoju
dekompozycijeju vykhidnykh danykh”. [Accelerated word-image search algorithm in text with adaptive decomposition of input data], Systemy
upravlinnja, navighaciji ta zv'jazku, 4 (56),2019, 28-34. (in Ukrainian)

13. O. Barkovska, P. Rusnak, V. Tkachov and T. Muzyka, "Impact of Stemming on Efficiency of Messages Likelihood Definition
in Telegram Newsfeeds," 2022 I[EEE 3rd KhPI Week on Advanced Technology (KhPIWeek), 2022, pp. 1-5, doi:
10.1109/KhPIWeek57572.2022.9916415.

14. Alshemali, B., & Kalita, J., “Improving the reliability of deep neural networks in NLP: A review”, Knowledge-Based
Systems, 191, 105210.
15. I. Mykhailichenko, H. Ivashchenko, O. Barkovska and O. Liashenko, "Application of Deep Neural Network for Real-Time

Voice Command Recognition," 2022 I[EEE 3rd KhPI Week on Advanced Technology (KhPIWeek), 2022, pp. 1-4, doi:
10.1109/KhPIWeek57572.2022.9916473.

Olesia Barkovska Ph.D., Associate Professor of Department of JIOULeHT K.T.H., TOLEHT Kapeapu eIeKTPOHHUX
Ouecs bapkoBcbka Electronic Computers, Kharkiv National 00YHCITIOBANBHUX ~ MAammH,  XapKiBCHKHH
University of Radio Electronics, Kharkiv, HAaIllOHAJTBHUI YHIBEpCHTET

Ukraine panioenekTpoHiku, XapkiB, YkpaiHa

https://orcid.org/0000-0001-7496-4353
e-mail: olesia.barkovska@nure.ua

MDKHAPOJIHUI HAVKOBUI KYPHAJI . 19
«KOMITI'IOTEPHI CUCTEMMU TA TH®OPMAIIWHI TEXHOJIOT TI», 2022, Ne 4


https://doi.org/10.1016/j.eng.2019.12.014
https://doi.org/10.30837/ITSSI.2022.19.005
http://dx.doi.org/10.30534/ijeter/2020/13832020
https://orcid.org/0000-0001-7496-4353
mailto:olesia.barkovska@nure.ua

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

UDC 004.9: 347.151

https://doi.org/10.31891/csit-2022-4-3

TETIANA HOVORUSHCHENKO, SERGII ALEKSOV,
SNIZHANA TALAPCHUK, OLEKSII SHPYLYUK, VIKTOR MAGDIN

Khmelnytskyi National University

OVERVIEW OF THE METHODS AND TOOLS FOR SITUATION IDENTIFICATION
AND DECISION-MAKING SUPPORT IN THE CYBERPHYSICAL SYSTEM
«SMART HOUSE»

The technology of a smart house is mostly understood as a system that combines a number of subsystems that provide
comfortable living conditions for residents in the room and make it possible to significantly reduce energy costs. A house is called
smart if it has a certain computer or control system for managing engineering equipment. "Smart House" should be designed so that
all services can be integrated with each other with minimal costs (in terms of finances, time and effort), and their maintenance would
be organized in an optimal way.

The "Smart House" system should competently allocate resources, reduce operating costs and provide a clear control and
management interface. Such an intelligent system should be able to recognize specific planned and emergency situations occurring
in the home and respond to them (make decisions) in accordance with the given program. Therefore, today the urgent task is to
recognize the situation and support decision-making in the "Smart House" cyber-physical system.

The conducted overview of methods and tools for situation identification and decision-making support in the "Smart House"
cyber-physical system showed that: in existing solutions, situation recognition occurs only for one of the groups of the system of
managed housing functions or does not occur at all; existing solutions provide decision-making support for only one of the groups of
the system of managed housing functions or do not provide it at all; the available solutions do not provide for the possibility of
assessing the sufficiency of information for decision-making in the "Smart House" cyber-physical system.

Therefore, there is a need to develop such methods and tools for situation identification and decision-making support in
the "Smart House" cyber-physical system, which would. perform situation recognition for all 5 groups of the system of managed
housing functions; provide the decision-making support for all 5 groups of the system of managed housing functions; perform an
assessment of the sufficiency of information for making all decisions in the "Smart House" cyber-physical system, which will be the
focus of the authors' further efforts.

Keywords: cyber-physical system '"Smart House', system of managed housing functions, housing microclimate
management; housing lighting control; housing security system, management of multimedia systems of housing,; control of household
appliances and power grid of housing.

TETSHA I'OBOPYIIEHKO, CEPI'Ti1 AJIEKCOB,
CHDKAHA TAJIAITY VK, OJIEKCIM IOITNJIIOK, BIKTOP MAT IIH

XMeNbHUNBKHUI Hal[lOHAIBHUH YHIBEPCUTET

OI'JISII METO/IB I 3ACOBIB PO3III3HABAHHSA CUTYAIIIL TA MIATPUMKH
MNPUMAHSATTA PILEHD ¥ KIBEP®I3UYHIA CUCTEMI «PO3YMHUM BYJIMHOK»

7lig TexHosIorien po3yMHOro 6yAMHKY 34€O6IILLIOIO PO3YMitloTb CUCTEMY, O OOEAHYE B COOI psaa MigcicTeM, SKi
3ab6e3rneyytoTe KOM@BOPTHI YMOBU MPOXUBAHHS MELLIKAHLIIB Y NMPUMILLERHI T8 HaAaKTb 3MOry CyTTEBO 3MEHLLINTU BUTPATU EHEPrOHOCIIB.
BYANHOK Ha3MBAETLCS PO3YMHUM, SIKIYO B HbOMY HAsBHA M1E€BHA KOMITIOTEPHA YY1 KOHTPOJIIOOHE CUCTEMA YIIPaB/IiHHS HKEHEPHUM
OCHALYEHHSIM. «PO3yMHMII GYANHOK» NOBUHEH BYTU CIIPOEKTOBAHMU TaK, LUO6 BCi CEpBICH MO/ IHTErpyBaTUCS O4UH 3 O4HUM 3
MIHIME/IbHUMYN BUTPATamu (3 TOYKM 30py QIHAHCIB, Yacy [ TpyAOMICTKOCTE), a ix 06C/1yroByBarHs 6y/10 6 OpraHi3oBaHo ONmTUMasIbHUM
YYHOM.

Cuctema  <«Po3ymMHWY  GYANHOK» [OBUHHA TPaMOTHO PO3IORINATU DECYDCH, 3HWKYBATH eKCIUIyaTauiviHi BuTpati |
3a6e3reyyBatv 3pO3yMiimi IHTEDGENC KOHTPOIIO | YripassiiHHS. Taka IHTENEKTyallbHa CUCTEME IMOBUHHA BMITU pPO3II3HABATH
KOHKDETHI 3ar/iaHoBaHi Ta Hag3BuYaviHi cuTyauli, Lo BiabyBaloTbCS Yy MOMELKAaHH], | pearyBatv Ha Hux (rpmimMatv pilLIEHHS])
BIAMOBIAHO A0 334aHOI riporpamu. OTXKE, Ha CbOrogHI aKTya/IbHUM 3@BAAHHAM € PO3IM3HABAHHS CUTYaLil Ta MATOUMKYU MTPMIHATTS
DilLIeHb y KIOEDDIZNYHIV cCUCTEMI «PO3YMHUI ByANHOK.

[poBegerHmii ornisg METoAiB | 3aco6iB Po3rli3HaBaHHS CUTyaLii Ta MIATPUMKY MPMVIHSTTS PILUEHD Y KIGEDDIBNYHIN cucTeMi
«Po3ymMHm GyANHOK» [10Ka3aB, LYO. B HASBHUX PILIEHHSX PO3IT3HABAHHS CUTYaLiv BIAGYBAETLCA JIMILE A/ O4HIEI 3 rpyrl cucTemu
KEPOBaHuXx QyHKUIN XuTsia ab0 He BIABYBAETLCS B3arall; HasBHI PILIEHHS MEPELGAYAIOTE MIATPUMKY MPUUHATTS PILLEHb JIULLIE 4715
OfHIEI 3 TPyn cUCTEMU KEPOBaHNX @YHKUIM XuTia abo He NepeabaqaroTs ii B3arasij, B HABHUX DILIEHHSX HE EPEA6a4acTsCcs
MOXJ/MBICTB OLIHIOBAHHS AOCTATHOCTI IHQOPMAELIT 4151 MDMIHSITTS PILEHD Y KIOED@DBUYHIV CCTEMI «PO3YMHUM ByANHOK».

OTKE, BUHUKAE HEOOXIAHICTb B PO3POBIIEHHI Takux METOZIB | 38CO6IB PO3Ii3HABAHHS CUTYaUil Ta MGTPUMKN PMAHSTTS
DILlIeHb Yy KIGEP@IZUYHIN cucTemi «Po3yMHm GyAMHOK», SKI 6. BUKOHYBa/IM PO3IIBHABaHHS CUTYaUWi 418 BCIX 5 rpyrn cuctemu
KEPOBaHmX QyHKLIVI XuTia; nepesdadam rmigTouMKy MpuiHSTTS pilueHs 4718 BCX 5 rpynm cuctemu KepoBaHux @yHKUM XuTia;
BUKOHYBA/IM OLJIHIOBAHHS AOCTATHOCTI IHGOPMALIT 47151 IPMVIHSITTS BCIX PillieHb y KIbEp@BuYHIT cucTemi «Po3ymHmA 6yANHOK», Ha LYo
U 6yayTb CrIpSMOBaHi ogasbiLul 3ycniis aBTopiB.

Kto4oBi  crioBa: KibepgiznyHa cuctema <«Po3yMHmA ByANHOK», CUCTEME KEPOBaHNX QYHKUIU XUT/AE, KEpyBaHHS
MIKDOK/IIMaTOM JXUT/IE; KEPYBAHHS OCBIT/IEHHSM, CUCTEMA OE3MEKN, KEPYBAHHS CUCTEMaMu MyJ/IbTUMELIE, KEPyBarHHs 06yTOBOK0
TEXHIKOIO Ta E/IEKTPOMEDEXEIO.
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Introduction

"Smart House" is a living environment of a modern type, organized for people to live with the help of
automation and high-tech devices that form an intelligent control system to ensure the coordinated and automatic
operation of all engineering networks of the house [1]. The technology of a smart house is mostly understood as a
system that combines a number of subsystems that provide comfortable living conditions for residents in the room
and make it possible to significantly reduce energy costs [2]. A house is called smart if it has a certain computer or
control system for managing engineering equipment [2]. "Smart House" should be designed so that all services can
be integrated with each other with minimal costs (in terms of finances, time and effort), and their maintenance would
be organized in an optimal way [3].

The "Smart House" system competently allocates resources, reduces operating costs and provides a clear
control and management interface. Such an intelligent system should be able to recognize specific planned and
emergency situations occurring in the home and respond to them according to a given program: one of the systems,
according to the programmed algorithm, can control the behavior of others [1].

An important feature and property of the "Smart House", which distinguishes it from other ways of organizing
the living environment, is that it is the most progressive concept of human interaction with the living space, when the
resident of the house chooses one of the programmed scenarios, and the automated control system in accordance with
external and internal conditions sets the parameters and monitors the operating modes of all engineering systems and
electrical devices [1].

The system of managed housing functions consists of five main groups [1]:

1) housing microclimate management;

2) housing lighting control;

3) housing security system;

4) management of multimedia systems of housing;

5) control of household appliances and power grid of housing.

Creating and maintaining an optimal home microclimate is the most important condition for high efficiency,
productive rest and health of residents of a house or apartment. The climate control system in the room makes it
possible to set the optimal level of temperature, humidity, the amount of fresh air inflow, control the operation of the
air filtration system, and create an individual climate system for each family member, in particular, for a child [1].

Lighting control of the residential environment is divided into control of three types of lighting: natural,
artificial and light dynamics (Fig. 1). In order to regulate the illumination of the premises by natural daylight and
shade the windows in the evening, the "Smart House" system controls the positions of the blinds and shutters, as well
as the mechanical opening and closing of the curtains. The intelligent system for managing artificial lighting sources
regulates the brightness and number of lighting devices for each individual room or functional zone, depending on the
time of day, weather conditions, and the type of activity of the residents at a specific time. One of the important
possibilities of the "smart house" is the creation of dynamic light scenarios, when pressing one button turns on the
optimal lighting for a particular situation [1, 4, 5].

Fig. 1. Typical implementation of a lighting control system
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The security system in the "Smart House" system has several areas of protection: protection against intrusion,
protection against water and gas leaks, fire safety, video surveillance system, alarm buttons and simulation of the
presence of the owners at home [1, 5, 6].

In addition to the service function, the "Smart House" is also equipped with internal multimedia systems for
the entertainment of the owners of the house and their guests: multiroom (multi-zone audio and video distribution
system), media server, home theater (Fig. 2) [1].

Fig. 2. Typical implementation of the "'multiroom" system

The management of household appliances and the electrical network is an important part of the overall
complex of intelligent management of the housing environment. The following components can be attributed to it:
scenarios for switching on or off the equipment, control of individual sockets or their groups, control of household
appliances (Fig. 3) [1, 7].

Fig. 3. Typical implementation of remote control in the house

Systems of intelligent control of the housing environment have a wide range of functional purposes, perform
numerous operations according to many scenarios [1, 8].

A homeowner doesn't need to have deep programming knowledge to operate such a powerful system, as all
scenarios are pre-programmed and configured to suit the needs of the family. It is enough for home owners to control
the functions of the "Smart House" through control devices with an intuitive interface [1, 9, 10].

Therefore, today the urgent task is to recognize the situation and support decision-making in the "Smart
House" cyber-physical system.

Overview of the methods and tools for situation identification and decision-making support in the
cyberphysical system "Smart House"
Let's conduct an overview of known methods and tools for situation identification and decision-making
support in the "Smart House" cyber-physical system, highlighting their advantages and disadvantages.
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In the paper [2], fuzzy logic algorithms are used to determine the comfortable conditions of stay in the "Smart
House" system, in particular, to calculate the comfortable temperatures. A basic term set is formed for each linguistic
variable. For example, for the variables "temperature inside the room", "air temperature of the atmosphere", such a
set consists of four terms: "cold", "neutral", "warm", "hot". After the selection of linguistic variables, term sets are
formed and membership functions are constructed, production rules for the model are compiled. This technique makes
it possible to determine how to adjust the temperature to comfortable values by evaluating the internal and external
air temperature using the rules of fuzzy logic.

The study [11] developed the rolling-horizon optimization model with a recurrent neural network-driven
predicting, which is developed for interactively prediction of uncertainty and optimization of battery energy storage
operations in residential smart houses in an iterative fashion. The proposed model can be used for optimizing battery
energy storage operations in residential smart houses and for efficiently utilizing solar power.

Home energy management systems are used for management of energy consumption in smart houses. The
research [12] presented home energy management strategy (OHEM-algorithm) based on the improved binary particle
swarm optimization, which intended for optimization of customer satisfaction and electric cost, for getting the
accurate, optimal, and desirable solutions for power consumption in the smart homes, for lower the cost of electricity
and the user's conformity.

The paper [13] proposes a Smart Apartment Building model, in which multiple distributed power sources are
shared by multiple consumers for reducing the operation costs and carbon emissions through the implementation of
highly efficient operation methods.

The paper [14] proved that the fuzzy logic with Multi-class Support Vector Machine (SVM) method, which
is realized as the fuzzy trapezoidal membership function for each sample within the hyper-sphere and as a linear
function of the selected sample's distance in the non-linear SVM hyperplane, is effective in selection of the rules to
make decision to the control in temperature and humidity.

Paper [15] made the OTP-based door opening system using Arduino and GSM, which generates the one-time
password on mobile phone for unlocking the door and is much safer than the traditional key-based system.

Paper [16] develops the Internet-of-Things-based indoor, comfortable, environmental, and real-time
monitoring system for the smart house, which consists of the temperature-and humidity-sensing module and the
lightness module. In this system, improved particle swarm optimization (IPSO) is used for creating the ideal and
comfortable environment.

The paper [17] investigated the appliance of electrical use as a means for detecting the presence/absence of
residents (for example, people suffering from dementia, elderly people living alone, home quarantine) with using the
several machine learning algorithms.

The research [18] is devoted to the full state feedback and feed forward control method for determination of
the best control theory for control of the servo motor in the smart window systems, which is ised for improving the
air circulation and for better automation of the air circulation.

The paper [19] presents the Internet-of-Things-based smart kitchen system, which automatically detects the
temperature, monitors the humidity level, includes built-in gas detection sensors for detection of gas leaks in the
kitchen, provides the remotely control of the appliances (ovens, freezers, and air conditioners) using the mobile phone.
This system is realized on an Arduino board with the Internet connection. The system’s goal is remotely control
devices (switches, fans, and lights) by any Android smartphone.

The paper [20] presents an Emergy-based methodological approach for assessing the effectiveness of
integration of the IoT-based sensing systems into smart buildings for reducing their environmental impacts and energy
consumption.

The research [21] focused on the addition of nodes into the IoT-based smart home infrastructure, on the
design, implementation and testing the hardware and software of the ESP-Mesh-based smart home system (using the
ESP8266) with 3 different nodes — mechanical (door lock), temperature & humidity sensors, electrical (fan, generic
power switch, or power plug).

Paper [22] proposed the new data driven method for accurate indirect heat accounting in apartment buildings,
which provided the measurements or estimations of the difference of temperature between the indoor environment
and the heat transfer fluid, because of which the heating bill's error is reduced by 20%—50%.

The paper [23] proposes a development method and TOPPERS Embedded-Component System on the basis
of the embedded components for devices for improving the development efficiency of smart homes' electrical
equipment, increasing the electrical equipment's scalability and reducing the developmental complexity.

The paper [24] investigated to the development of the voice-activated home automation system, which
integrates the Artificial Intelligence, Internet of Things, Natural Language Processing, Blockchain for a cost-effective
and efficient interacting with household equipment.

The paper [25] proposed the method of optimal energy consumption in the smart houses on the basis of the
optimal scheduling the household appliances, considering demand side management and techno-economic indices in
electrical grids.
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The paper [26] is devoted to the development of Internt-of-Things-based system for control heating and
cooling within the residential housing, which accurately identifies whether it should be cooled or heated, so that energy
is not wasted.

The paper [27] proposed Smart Exterior Home Management System for automatically managing the house's
exterior activities without the human efforts (automating the water motor, notifications of the house members about
receeiving the posts or deliveries, car parking shed and gate, ring a calling bell, if any person is detected near the main
door of the house).

The paper [28] proposed the secure user authentication and key agreement scheme using physical unclonable
functions for preventing the security problems, used Real-or-Random model and Burrows-Abadi-Needham logic for
verification of the session key security and mutual authentication, used too the Automated Validation of Internet
Security Protocols and Applications tool for simulation of the scheme resistance to security attacks.

The paper [29] proposed an automatic control heating and domestic hot water system into a single-family
house with installing sensors, PID regulators and actuators, with monitoring control system in the SIEMENS TIA
Portal software tool via intelligent interface. This approach increases energy efficiency and reduces the energy costs
in the building.

Paper [30] expanded a Secure Smart Home Automation System using Arduino UNO and Wi-Fi technology
using Face recognition gadgets with the purpose of the implementation of greater protection to the users and greater
effectiveness of the software tool, greater luxury and greater usefulness for the old humans or handicapped.

The paper [31] aims to develop software, which is capable of controlling all electrical devices of a house
based on a Raspberry-based control system with the smartphone tools for ensuring the adequate securities.

Results & Discussion

The conducted overeview of methods and tools for situation identification and decision-making support in
the "Smart House" cyber-physical system showed that:

1) in existing solutions, recognition of situations occurs only for one of the groups of the system of managed
housing functions or does not occur at all;

2) existing solutions provide decision-making support for only one of the groups of the system of managed
housing functions or do not provide for it at all;

3) the existing solutions do not provide for the possibility of assessing the sufficiency of information for
decision-making in the "Smart House" cyber-physical system.

So, based on the critical analysis of methods and tools for situation identification and decision-making
support in the cyber-physical system "Smart House", during which the above-mentioned shortcomings were
highlighted, there is a need to develop such methods and tools for situation identification and decision-msking support
in the cyber-physical system "Smart house", which would: perform recognition of situations for all 5 groups of the
system of managed housing functions; provide the decision-making support for all 5 groups of the system of managed
housing functions; evaluate the sufficiency of information for making all decisions in the "Smart House" cyber-
physical system (Fig. 4).

ENOWN METHODS & TOOLS FUTURE METHODS & TOOLS
Oceur the recognition of
situations only for one Don't occur the Will perform recognifion of
of the groups of the recognition of situafions for all 3 groups of the
system of managed situati ons system of managed housing
housing functons functi ons

Provide the decision-

making support orly for Don’t provide the - Will provide decision support for &l
one of the groups of the dedsion-making support 3 groups of the system of managed
system of managed at all housing functions
housing functions
Don't assess the sufficiency of Will perform an assessm ent of the
information for decison-making in sufficiency of information for
the "Smart House" cyber-plysical making all decisions in the "Smart
system House" cyber-physical system

Fig. 4. The role of the proposed approach in the cyber-physical system "Smart House"
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Conclusions

The "Smart House" system should competently allocate resources, reduce operating costs and provide a clear
control and management interface. Such an intelligent system should be able to recognize specific planned and
emergency situations occurring in the home and respond to them (make decisions) in accordance with the given
program. Therefore, today the urgent task is to recognize the situation and support decision-making in the "Smart
House" cyber-physical system.

The conducted overview of methods and tools for situation identification and decision-making support in the
"Smart House" cyber-physical system showed that: in existing solutions, situation recognition occurs only for one of
the groups of the system of managed housing functions or does not occur at all; existing solutions provide decision-
making support for only one of the groups of the system of managed housing functions or do not provide it at all; the
available solutions do not provide for the possibility of assessing the sufficiency of information for decision-making
in the "Smart House" cyber-physical system.

Therefore, there is a need to develop such methods and tools for situation identification and decision-making
support in the "Smart House" cyber-physical system, which would: perform situation recognition for all 5 groups of
the system of managed housing functions; provide the decision-making support for all 5 groups of the system of
managed housing functions; perform an assessment of the sufficiency of information for making all decisions in the
"Smart House" cyber-physical system, which will be the focus of the authors' further efforts.
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FORECASTING THE RESULTS OF THE PRESIDENTIAL ELECTIONS IN FRANCE
BASED ON TWITTER DATA

This paper presents the study to collect, store and analyze data from Twitter to forecast French presidential election results,
compared to sociological polls. The first and probably the most important step of the research is to collect, store and clean data, the
whole result depends on the amount and quality of data. In the next step of research, datasets are analyzed. Lastly, complete report
and visualizations are provided. In the study, we propose modern technics, mathematical algorithms, and machine learning
approaches to analyze big amounts of data from the Twitter social network in order to forecast the 2022 French presidential election
results. The determined outcome is compared with sociological polls and the real results of elections.

In the conducted research modern types of media are compared to select the best one for election prediction. Selected
Twitter social network as the one with the most appropriate data and availability to download big amounts of useful information. The
approach based on the usage of Python programming language, Selenium browser emulation and MongoDB database was used to
collect, store and clean data about the main French election candidates — Emmanuel Macron and Marine Le Pen. The research was
made from August 2021 until the election itself in April 2022, The determined outcome is compared with sociological polls and the
results of elections and showed that analysis of social network data could be a good alternative to traditional sociological polls as it
shows the same trends month by month and well predicted the win of Emmanuel Macron in elections. Moreover, the proposed
approach has its benefits compared to sociological polls such as always being fresh, and close to real-time information, the price of
research is much lower and could be reused for the next parliamentary or presidential elections with a small modification.

The research could be extended and adapted for other countries. Currently, the proposed algorithms and mathematical
models showed good results in the French and Ukraine elections. It works well with English, French, Ukrainian and Russian languages.
This allows us to claim that it will also work fine with other Latin or Cyrillic alphabets but for Asian or Arabic languages more research
would be needed. Twitter is a good choice for European and American countries. In the future, other social networks should be
considered for the countries in which it is not so popular.

Keywords: political rating, sociological poll, Twitter, Python, Selenium, data collection, machine learning, natural language
processing.

TAPAC PY/IHUK, OJIET YHEPTOB

HamionansHuii TexHiqHUA yHiBepcuTeT Ykpainu « KuiBcbkuii nmomitexHiuHMH iHCTUTYT iMeHi Iropst Cikopchkoro»

INPOT'HO3YBAHHSI PE3YJIbTATIB BUBOPIB
Y ®PAHIII HA OCHOBI JAHHUX 3 TWITTER

Y Ui cTaTTi NpeacTas/ieHo AOCTIKEHHS 360Dy, 306EPIraHHs Ta aHasizy JaHmx i3 Twitter 4715 MPOrHO3yBaHHS Pe3ysibTaTiB
NPE3NACHTCLKUX BUOODIB Yy DDAHLIT Y MOPIBHSIHHI 3 COLIIO/IOTTYHUMU ONMUTYBaHHIMA. [1epLmM [, MaGyTs, HaVBaXJMBILLMM KDOKOM
AOCTMKEHHS] € 36[p, 36EpIraHHs] Ta OYNLYEHHS AaHMX, OCKIIbKW BECh pPe3y/bTaT 3a/IEXUTH Bl KI/IbKOCTI Ta SKOCTI faHux. Ha
HACTYHOMY €Tarli AOCTIMKEHHS MPOBOANTLCS aHasli3 HabopiB JaHnX. B KiHLI HaZaeTbCs MOBHMM 3BIT | BI3yasnizauis OTpuMaHmx
PE3Y/IbTATIB. Y AOCTILKEHHI MU [POMOHYEMO CYYacHy TEXHIKY, MaTEMaTUYHI a/IrOPUTMU Ta MiIAX0AM MALLMHHOMO HaBYaHHs 4/19 aHasizy
BE/IMKuX 0OCAriB AaHNX 3 coliasibHOI MepeXi Twitter, o6 criporHo3yBaTyv pe3y/ibTatv NPe3naEeHTCLKNX BUOOPIB y @panulii 2022 poKy.
OTpuMaHWi PE3yJIbTaT MOPIBHIOETBCS i3 AaHUMU COLIOTIONTYHUX OMUTYBaHb Ta QaKTUYHUMU Pe3y/IbTaTaMu BUOODIB.

Y NpoBEAEHOMY AOCTIIKERH] TOPIBHIOIOTLCS CyYacHi Buan Megia, Lo6 BuBpaTy Havikpalye 41s porHo3yBaHHs BUOODIB.
BubpaHa covjiasibHa MEpexa Twitter sk Taka, Lo MaE HavibirbLL BIAMOBIAHI AaHi Ta AOCTYIIHICTb 4/15 3aBaHTaXEHHS BEMKOI KiIbKOCTI
KOPUCHOI iH@opmaLii, ITiaxig, 3acHoBaHuyi Ha BUKOPUCTaHHI MOBY rporpamyBarHHs Python, emynauii 6pay3epa Selenium i 6a3n gaHmx
MongoDB, BukopucToByBaBcs 4715 360py, 30€piraHHs | OYULUEHHS AaHNX PO IOJ/IOBHUX KaHAMAATIB Ha Bnbopax y ®paHuyii —
Emmaryens Makpora i Mapid Jle lMeH. focnipkerHs nposogmiocs 3 cepriHs 2021 poKky Ao cammx Bubopis y kBiTHi 2022 poKy.
BusHaqeHmi pesysibTat ropiBHIOETLCS 3 COLIOTIONYHUMU ONTUTYBAHHIMU Ta PE3Y/IbTATaMu BUOOPIB | MOKA3YE, WO aHam3 AaHNX
coLjiarnbHUX MEPEX MOXE By Ty XOPOLLOK a/IbTEPHATHBOI TPAANLIVIHUM COLIIO/IONYHUM OUTYBAHHSIM, OCKifIbKy BiH MOKa3ye Ti cami
TEHACHLIT MICALb 3a MICALIEM | JO6PE NEPEAGAYMB TEPEMOrY EMMAaHYENS MaKpoHa Ha BMBopax. biflbLue Toro, 3arporioHoBaHmi migxig
Mae CBOI' NepeBarvt ropPIBHSIHO 3 COLIO/IONTYHUMY OIMUTYBAaHHSIMY, TaKi SIK: 38BXAW CBDK@ Ta Hab/MKeHa A0 PeasibHoro 4acy
IH@OpMmauis, UiHa AOCITIMKEHHS 3HAYHO HKYa Ta MOXe Oyt [1I0BTOPHO BUKOPUCTaHA A/IS HACTYIIHUX 1ap/AaMEeHTCbKUX Yu
1IPE3NAEHTCHKUX BUOODIB [3 HEBEJMKOK MOANQIKALIIEID.

HOCTIIKEHHS MOXHA pO3LMPUTH Ta aAanTyBaty 415 IHWNX KpaiH. Hapasi 3arporioHoOBaHI a/iroputMu 1a MaremaTiyHf
MOZES [TOKa3a/1M XOPOLLI PE3Y/IbTaTV Ha BMOOpax y ®parHuii Ta Ykpairi. Jobpe rpautorTs 3 aHITIICbKO, (OPaHLIy3bKOK, YKPAIHCbKOK
7a POCIYICEKOIO MOBamu. Lle [O3BONISIE HaM CTBEDLKYBATH, LYO BOHU TaKOX [OGPE MPauroBaTUMyTb 3 [HLMMU JIATUHCHKUMU Yy
KUPUITUYHUMY a/ipaBiTamu, ane A1 a3iaTCbKuX Yu apabebkux MOB MOTPIOHI 40AATKOBI JocipkerHHs. Twitter € xopowmm Bnbopom
A/15 Kpaid EBpor 1a AMEPUKU.

KImto40Bi  C/10Ba: MONITUYHM PEUTUHI, COLfoIoriYHe onuTyBaHHs, Twitter, Python, Selenium, 36ip AaHux, MaLIMHHE
HaBYaHHsl, 06pobka rpupoLHoi MoBu.

Introduction
Nowadays there is a lot of data on the Internet. The modern world allows people to exchange opinions around
the world about the different variety of topics. Some sources, like tv channels or newspapers, carefully prepare well-
structured information and share it on social media. It is a job that is done by much fewer people than by Internet
users. Almost everyone nowadays has an account on one or even all social networks such as Twitter, Facebook,
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Instagram, or TikTok. Compared to social media in own pages, there are much more users. The information mostly is
not well structured and could contain mistakes.

Everyone who analyzes social networks faces one or all listed below challenges:

* How to collect data?

* How to store big amounts of data?

* How to clean and transform data into a dataset?

* How to analyze data?

* How to visualize results?

* How to make a conclusion and create a report?

This research presents an approach that answers the listed above challenges that we faced while we were
trying to forecast the results of the 2022 presidential elections in France based on data collected from Twitter. The
elections in France were one of the hottest political topics at the beginning of the year 2022. Two candidates —
Emmanuel Macron and Maria Le Pen were close to winning the election accordingly to social polls. Moreover, at
some period time closer to the election date the rating of Maria Le Pen was growing, and at the same time rating of
Emmanuel Macron was falling which was a pretty interesting situation to consider if we can achieve the same result
as social polls using data collected from Twitter social network and predict the result of elections?

Related works

Data collection is a popular task in modern research. The lack of publicly available datasets motivates
researchers to collect their own data which is often not an easy task. In [1] Yuji Roh, Geon Heo and Steven Euijong
Whang conducted a survey on how data could be collected, cleaned, and labeled for machine learning. Accordingly,
to the research, each step could have a modification, for example, labeling could be done not only by people but also
using data programming or fact extraction. The gaps in data could be covered by generating synthetic data. From a
machine learning perspective, results could be enhanced in different ways for example by improving the model or
improving data. Before collection, it is important to understand which types of data there are on the chosen platform
and which of them, we need. In [2] Hai Liang et al divide data into three types: content, behavior and network structure.
For each type of data, authors suggest different approaches to harvest it, for example, content and behavior data —
random selection, network structure — probability (or uniform) sampling, breadth-first search (BFS) sampling, and
random walk (RW) sampling. For web, harvesting authors suggest using APIs or web scraping. The first type is also
used in our research when it is possible but for scraping social networks traditional approach via HTML parsing is not
working, therefore, browser emulation via Selenium web driver is used.

Nowadays the amount of textual data across the Internet is extremely large. The task of structuring and
analyzing such data is impossible through manual human work. Much more practical to develop and use text analyzing
and mining technics to automate these processes. Perhaps Noah Chomsky was the first linguist that started syntactic
theories by introducing in 1957 syntactic structures. He defined a set of rules based on universal grammar. In 1965
[3] Noah Chomsky categorized syntactic theories into speech recognition (Higher Level) and natural language (Lower
Level). Later in 1967 [4], Charles Hockett found some drawbacks in Noah Chomsky’s study, the most important part
was that in his study language is a well-defined, stable structure without mistakes which was possible only in rare,
idealized conditions. Nowadays in an analysis of Internet sources such as social networks we can see that messages
contain a lot of mistakes, aren’t well structured and can be in different languages even with a mix of words from 2 or
more languages. Text mining and natural language processing technics found their implication in many fields over
the years. For example, in [5] S.-H. Liao, P.-H. Chu, and P.-Y. Hsiao showed that for decade from 2000 to 2011 years
text mining techniques were applied to a variety of fields such as academics, industry, web applications and others.

There is a lot of research on social networks text analysis. For example, in [6] authors use modern natural
language processing technics to identify fake news in social networks. The research described that usually text analysis
starts from tokenization, punctuation, special characters removal, stopwords removal, spell checking, named entity
recognition and stemming. In the next stage authors used vector representation of words because, for the calculation
of machine learning models, data that could be operated mathematically was needed. TF-IDF [7] algorithm was used
to analyze the texts further. Terms frequency (TF) — how many times this word appears in a document (sentence),
Inverse Document Frequency (IDF) is the natural logarithm of the total number of documents divided by the total
number of documents that contain this certain word + 1. All listed above technics are used in our research. For our
dataset, we tried TF-IDF, Word2Vec [8] and Doc2Vec [9] technics and chose the best-performing one for us —
Word2Vec.

In our [10] most recent study we conducted research on Ukrainian presidential elections, proposed several
algorithms to determine the rating of politicians, detect dates when news affected ratings the most and identify specific
news which influenced grows or fall of the rating. Experimental results conducted on Ukrainian President Volodymyr
Zelenskyy page on Twitter show that the proposed approach allows not only to detect of ratings and their changes but
detect news that influenced such changes the most. In the proposed research the model was enhanced with a new data
collection algorithm and natural language processing technics.

Objectives: This study sets the complex problem of choosing data source, collecting information, storing it
and analyzing it to detect the political rating of presidential election candidates. The choice of each of the listed above
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steps can significantly improve or decrease the achieved results. It is important not only to calculate the rating at some
point in time but also to have all updates as close as possible to real time and represent it in an understandable
comfortable report to allow the user of the system to react quickly to each important event that caused these changes.

Data collection, preparation and analysis

Data sources. Media could be conditionally divided into 5 types:

1) printed media (newspapers, magazines);

2) broadcast media (radio, television);

3) outdoor media (billboards, posters);

4) websites (news sites, blogs);3) social networks: Twitter (https:/twitter.com/), Facebook
(https://www.facebook.com/), Instagram (https://www.instagram.com/), TikTok (https://www.tiktok.com/), Linkedin
(https://www .linkedin.com/), Pinterest (https://www.pinterest.com/).

Most of the types are controlled by some company or person. Therefore, content is filtered and may contain
paid articles or videos, which promote needed results. For our research, we need a place where people freely discuss
their thoughts with coverage among ordinary people who share opinions not for money. For the listed above criteria
social networks are the best match.

Nowadays there are a lot of social networks in the world. Each one of them potentially could be used for
forecasting the results of the elections. Which social network to choose among Twitter, Facebook, Instagram, TikTok,
Linkedin and Pinterest? Instagram, TikTok and Pinterest are mostly for photos or videos which are hard to analyze
and hard to create, which means the amount of political content would be less than with text-based social networks.
Linkedin doesn’t match the research because of job orientation and low level of political posts. Both Twitter and
Facebook are good choices for the research with a lot of users who discuss politics. Accordingly, to Statista
(https://www .statista.com/statistics/284435/social-network-penetration-france/) Facebook is the most popular social
network in France. The Facebook API is very limited, and it is almost impossible to download a big amount of data
from this social network as it is very protected from data collection. Twitter API compared to Facebook’s API allows
to collect of much more data with less effort. With help of the official Twitter APL, it is possible to collect tweets, the
number of likes, retweets, and personal data such as user biography, age, location, website, and date joined. Taking to
account all the conditions we decided to use Twitter as a data source.

Workflow for election results forecast. Figure 1 presents the general workflow for data collection, storing,
processing, visualization, and reporting from the Twitter social network. Official Twitter API is limited, therefore, to
collect data for the research hybrid approach is used. Twitter API is used as much as possible to collect data but the
type of data that isn’t accessible from API is collected by mimicking browser behavior using the Selenium web driver.
As data storage MongoDB is used because of the following benefits:

¢ high availability of data with automatic fast data recovery. In our case it is important not to lose Tweets to
have a whole historical dataset;

¢ in-build sharding solution. Conducting research over years in different countries requires a lot of space to
store raw data. Sharding allows to separate of large databases into smaller, faster, more easily managed parts;

e unstable schema. In the beginning, we did not know what kind of data we would be able to download, and
which parts would be useful for the research. With an unstable schema, it is easy to add or remove fields over time.

Analyzed data «~—

» Visualisation
Data processing
|
Ty
o
; & > User report
Tweets, likes, retweets i fl
2 Analyzed data
|

Twitter API

weets, likes, retweels

h

Twitter
Data Storage
Tweet ids Tweet ids
4—'
Selenium web driver
)
Comments, user details Comments, user details

Fig. 1. General workflow for data collection, storing, processing, visualization, and reporting from Twitter social network
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From MongoDB data storage CSV datasets are formed for data processing. For each politician, a separate
dataset was used. After successful data processing visualization and user report are being built. The report contains
whole statistics and comments while visualization — charts which may be used to quickly understand the current
situation.

Figure 2 presents a detailed diagram of the data processing of the Twitter CSV dataset. In the research French
elections are considered. Tweets about it are mostly in French and English languages. Therefore, other languages are
omitted by the algorithm. Twitter text is hard to analyze as a whole. The dataset contains as small one-sentence
messages as big messages containing multiple sentences. As the first step for each language text is split into sentences.
The next steps perform the following natural language processing techniques:

* remove stop words;

* stemming;

* lemmatization;

* tokenization;

» word sense disambiguation;

« transform words to vectors using Word2Vec;

* sentiment labeling.
{ English HE”QISSEIT:::ence}

A

/" Natural language

processing

« Remove stop words
. Stemming and
Lematization

. Tokenization
Twitter dataset Language detector . Word sense
disambiguation

. Word2Vec
« Sentiment labeling

Aggregator

¥

v

French French gsntencs
splitter

Fig. 2. Detailed diagram of data processing of Twitter CSV dataset

As a result, the algorithm label each tweet from negative to positive represented on a segment from -5 to 5,
where -5 is very negative, 0 — neutral, and 5 — very positive. In the final step, tweet scores are aggregated by some
period, which could be 1 hour, day, week, month, or custom range inputted by a user.

Data collection. For the research, we collect from Twitter all possible data. The complete list of downloaded
data for each tweet is described in Table 1.

Table 1
Downloaded data from each tweet

# Field Description
1 Username Name specified during registration. It is a unique user identifier.
2 Name No unique name is displayed, which could be edited by a user.
3 Tweet text The message was written by a user, limited to 280 characters.
4 Hashtags Proceeds after the “#” symbol. Can be related to an agitation vote for or against any politician.
5 Mentions Mentioned users. The username proceeds after the “@” symbol.
5 Links The web address of a website or other tweet.
6 Embedded media Pictures or videos.
7 Date and time Date and time when a tweet was published.
8 Replies Comments to someone’s tweet.
9 Favorites Anyone can highlight tweets that they like.
10 Retweets Share someone’s original tweet.
11 Location Latitude and Longitude coordinates.
12 Source of the tweet Android, iPhone or Web.

After collecting tweet data for further research, we need to collect all possible data about the user, who wrote

tweets or replies. The complete list of downloaded user data is described in Table 2.

By analyzing user messages and personal information as a result we have a complete portrait of the person
and his typical behavior. In most cases, the change in political views is reflected in his social networks acting. For
different people it is different. For example, some of them start writing more compliments or hate for political
candidates. Some of them just stop writing complement. Such changes are reflected not only in tweets but could also
be seen in likes and retweets as well. Some people even change their bio in the profile.
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Table 2
Downloaded data for each user
# Field Description
1 Username Name specified during registration. It is a unique user identifier.
2 Name No unique name is displayed, which could be edited by a user.
3 Location City, Country.
4 Created date Date when the Twitter account was created.
5 URL Link to personal or some other site.
6 Profile Image User photo or some other image.
7 Language User-preferred language.
8 Protected Boolean value (True or False) indicating if a user is protected.
9 Verified Boolean value (True or False) indicating if a user is verified.
10 Description Text that the user adds as a profile description.
11 Time zone Indicates in which time zone the user is.
12 Tweets and replies All user tweets and replies to other tweets.

Experiment, Results and Discussion

Emmanuel Macron’s political rating compared to the sociological poll. The same approach as with the
President of Ukraine [10] for political rating detection was tested for the 2021-2022 French presidential campaign.
Twitter data was collected weekly from August 2021 until the election itself in April 2022 for two main election
candidates — Emmanuel Macron and Marine Le Pen. Overall, the popularity of politicians was growing in social
media, candidates had much more new followers compared to those who unfollowed. For example, on August 2021
Emmanuel Macron had 7,219,795 total subscribers but in April 2022 the number became 8,148,825. For each
subscriber, the program downloads all tweets from August 2021 and personal data described in Table 1 and Table 2
respectively. By the data, the algorithm found 21,279 bots. Usually, such accounts are created specifically for
spreading a lie about politicians, the creation date was in the year 2021 or 2022. Another common part was that such
accounts had no real names and surnames in usernames but some text with numbers. By downloading all tweets, we
considered which of the accounts have a political position, how often they tweet or like political messages, and whether
they changed their opinion over time. After considering and analyzing all possible data political the algorithms
forecasted the rating of Emmanuel Macron. Calculated ratings from Twitter data and sociological poll results are
presented in Figure 3. Black bars represent the results of the algorithm, and the dashed grey line shows the sociological
poll’s result (https://www.bbc.com/news/world-europe-59900131). The most important part is that the trend of falling
rating right before elections was detected by the proposed algorithm.

Emmanuel Macron support difference by date aggregated monthly

Rating
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m
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Fig. 3. Emmanuel Macron rating from 30.09.2021 to 30.04.2022
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Marine Le Pen’s political rating compared to the sociological poll. In the French elections, Marine Le
Pen was the main competitor to Emmanuel Macron. Closer to the election date she did a proximity campaign and
visited many small towns and villages. Her trips were covered by a lot of local media showing that many people had
a chance to see and listen to Marine Le Pen. As with Emmanuel Macron, the popularity in Twitter was growing over
time. On August 2021 Marine Le Pen had 2,648,539 total subscribers but in April 2022 the number became 2,818,888.
For Marine Le Pen the number of bot accounts was even higher than for Emmanuel Macron — 38 186. Having more
bots with a smaller number of subscribers may indicate that more accounts tried to promote Marine Le Pen and
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increase the rating of the candidate. Potentially such a strategy may affect rating growth. Calculated Marine Le Pen
ratings from Twitter data and sociological poll results are presented in Figure 4.

Marine Le Pen support difference by date aggregated monthly
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Fig. 4. Marine Le Pen rating from 30.09.2021 to 30.04.2022
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Conclusion and Future work

In the conducted research modern types of media are compared to select the best one for election prediction.
Selected Twitter social network as the one with the most appropriate data and availability to download big amounts
of useful information. The approach based on the usage of Python programming language, Selenium browser
emulation and MongoDB database was used to collect, store and clean data about the main French election candidates
— Emmanuel Macron and Marine Le Pen. The research was made from August 2021 until the election itself in April
2022. The determined outcome is compared with sociological polls and the results of elections and showed that
analysis of social network data could be a good alternative to traditional sociological polls as it shows the same trends
month by month and well predicted the win of Emmanuel Macron in elections. Moreover, the proposed approach has
its benefits compared to sociological polls such as always being fresh, and close to real-time information, the price of
research is much lower and could be reused for the next parliamentary or presidential elections with a small
modification.

The research could be extended and adapted for other countries. Currently, the proposed algorithms and
mathematical models showed good results in the French and Ukraine elections. It works well with English, French,
Ukrainian and Russian languages. This allows us to claim that it will also work fine with other Latin or Cyrillic
alphabets but for Asian or Arabic languages more research would be needed. Twitter is a good choice for European
and American countries. In the future, other social networks should be considered for the countries in which it is not
so popular.
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FEATURES OF THE IMPLEMENTATION OF THE SPEAKER IDENTIFICATION
SOFTWARE SYSTEM

The proposed architecture of the identification software system in the form of class and sequence diagrams. The main
criteria for assessing the accuracy of speaker identification were studied and possible sources of loss of speaker identification accuracy
were identified, which can be used when building a speaker identification system. A software system based on the proposed
architecture and previously developed identification algorithms and methods was created.

The following conclusions can be drawn on the basis of the performed research: approaches to the construction of existing
announcer identification systems are considered; the main criteria for assessing the accuracy of announcer fdentification were
investigated and the main sources of loss of accuracy during announcer identification were identified; the structural construction of
the announcer identification system is considered, taking into account the identified sources of loss of accuracy during announcer
identification, the proposed architecture of the speaker identification system in the UML language in the form of class and sequence
diagrams; a software system was built that implements the functions of speech signal identification according to the methods and
algorithm proposed in previous works.

The software system uses a ranking method based on three different criteria. These include: calculation of the proximity of
two-dimensional probability density function curves for the frequency of the main tone and the location in the spectrum of three
frequency ranges that are extracted from the speech recorded in the speech signal; calculation of the proximity of the probability
density function curves for each of these features separately; calculation of the degree of closeness of the absolute maxima of the
formant spectra extracted from the speech recorded in the speech signal.

Keywords: speaker identification software system, wavelet, diagrams, UML, speech recognition.

SHA bEJIO3bOPOBA, KATEPUHA ALIKO

HarionansHui aBianiifHuil yHiBepcHTET

OCOBJIMBOCTI PEAJII3AIIII HgorPAMHOi CUCTEMMU
INEHTU®IKALIIT MOBIISI

O6pobka MOBHOIO CUrHasy 3 METO [AEHTUQIKALIT MOBLS € HAUOGI/IbLL aKTyasIbHOKO | MOMY/ISPHOKO B 3a4a4ax, 108 S3aHnx 3
MOBHOK 06POBKOIO. TOCTIVIHMY | BUCOKMI MTOMUT Ha MPOrpamHi peasizauii cucTem [AeHTUgIKaLii AMKTOPIB ICHYE B Pi3HuX cihepax: Bij
KOHTPOJTIO AIOCTYITY KOPUCTYBAYIB [0 IOJIOCOBUX I10CTTYI BUSBJIEHHS 3/104MHLIB. [IpOTE, BpaxoByro4Yn BIACYTHICTL HYITKOrO HaykoOBOro
O6IpyHTYBaHHS a/IrOPUTMIB [AEHTUQIKALY, 3HaYHY CKAAAHICTL iX peasi3alii, a TakoX TOYHICTb [AeHTu@IKalii 0COOUCTOCT], MOXHA
BIA3HaYNTH, LYO Ui 3aBAAHHS B LIISIOMY LYE A3/1EKT Bif CBOrO OCTaTOYHOIO BUPILLIEHHS].

38rporoHoBaHa apXiTekTypa rnporpamMHoi cucTeMu [AEHTUGIKALIT y BUITISAI AidrpaM Kacis i Ioc/Ii0BHOCTEN. JOCTipKeHo
OCHOBHI KpUTEDII OLIIHKM TOYHOCTI [AEHTU@IKALIi MOBLST Ta BUSIB/IEHO MOX/INBI [KEPENA BTPATH TOYHOCTI IAEHTU@IKALIT MOBLIS, SKI
MOXYTb OyTv BUKOpUCTaHI ripyu 1obyAosi cuctemu [geHTugikadii. CTBOpeHa rporpamMHa cucTeMa Ha OCHOBI 3aIpOriOHOBaHOI
apXITEKTYpU Ta paHille po3pob/IeHNX alropuTMiB | METOAIB [AeHTUGIKaLli.

Ha OCHOBI rpoBEAEHNX AOCTIIIKEHD MOXHAE 3POOUTH HACTYITHI BUCHOBKW: PO3IJISIHYTO MIAX0AN A0 M06yA0BU [CHYIOYNX
cncTeMm [geHTU@iKkalii ANKTopa, A0CTIKEHO OCHOBHI KPUTEDIT OLIIHKM TOYHOCTT [EHTU@IKALIT ANKTOPa Ta BU3HAYEHO OCHOBHI /Kepesa
BTPatv TOYHOCTI 1PpY [AEHTUQDIKALI ANKTOPA,; PO3ITISIHYTO CTPYKTYPHY MOBYAOBY cucTeMH [AEHTU@IKALIT ANKTOPpa 3 ypaxyBaHHIM
BUSIBJIEHNX [KEPEST BTPATH TOYHOCTI Py iAeHTU@IKauli AMKTOPa, 3arporoHOBaHa apXiTeKTypa cuCTeMu [aeHTu@ikauli MOBLSI MOBOO
UML y Burnsgi giarpam kaacis i noc/iigoBHOCTEN,; M06YA0BaHO PorpamMHuyi KOMIIEKC, O PeasliBye @yHKUII [AeHTUIKaLii MOBHOro
CUIHEJTy 3@ METOAAMH Ta a/IFOPUTMOM, 3aIPOIIOHOBaHUMM B MONEPEAHIX POOOTAX.

[IporpamHa cucTemMa BUKOPUCTOBYE METOL PaHXXYBAHHS H8 OCHOBI TPOX PIZHNX KPUTEPIIB. [0 HuX BIAHOCATECS. PO3PaxyHOK
6/M3bKOCTI ABOBUMIPHUX KPUBUX QYHKLUIT LLITBHOCTI MIMOBIPHOCTI 4/15 YaCTOTU OCHOBHOIO TOHY [ PO3TalLlyBaHHS B CIIEKTDI TPbOX
YacTOTHUX JIarna3oHiB, SKi BUAIISIOTECS 3 MOBY, 3aITMCAHOI B MOBHW CUIHAJI, PO3PaxyHOK GJIN3bKOCTI KPMBUX YHKUIT LYiTbHOCTI
VIMOBIDHOCTI fU151 KOXKHOI' 3 X O3HaK OKDEMO, PO3DPaxyHOK CTYrleHsl G/IM3bKOCTI abCOMIOTHUX MAaKCUMyMiB @OPMaHTHUX CIIEKTPIB,
BULAINIEHNX 3 MOBM, 33ITMCGHOI' B MOBHOMY CUTHE/TI.

Kito40Bi ¢/108a.: nporpamHa cuctema [AeHTuikaulii MoBLS, BEABAET, giarpamu, UML, po3ri3HaBaHHs MOBM,

Introduction
Processing of the speech signal for the purpose of speaker identification is the most relevant and popular in
tasks related to language processing. Constant and high demand for software implementations of announcer
identification systems exists in various areas from user access control to criminal detection services by voice.
However, taking into account the lack of a clear scientific basis for identification algorithms, the significant
complexity of their implementation, as well as the accuracy of personal identification, it can be noted that these tasks
in general are still far from their final solution.

Related works
The task of automatic speaker verification is considered to be the creation of a mathematical model, a set of
algorithms and, as a result of their application, a software or software-hardware implementation that would allow
identification of a person with the same accuracy and reliability as is available to a person.
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Research efforts in the field of speech technology have led to the appearance of a large number of commercial
speech recognition systems. Such companies as Nuance, IBM, ScanSoft offer a large set of software solutions for both
server and desktop applications.

To analyze the work of software systems for speaker identification, it is necessary to consider the main
approaches to performing evaluations of the work of such systems. The US National Institute of Standards and
Technology (NIST) coordinates evaluations of various speech signal analysis systems: automatic speech recognition
systems, key word extraction from speech, and speaker recognition. A description of some annual system evaluations
can be found in [1]. The Institute develops research methodologies for comparing different systems, which include a
clear statement of the task, the definition of evaluation metrics, carefully selected and uniform sets of training and test
data for all participants, clear requirements for conducting and providing test results.

For the problems of speech signal identification, there is always a separate decision-making issue [1]. This
question should establish the degree of relationship between the declared model and the characteristics of the speech
signal being tested. Identification system based on the provided speech signal with language parameters Z person 4,
must accept one of the following variants of accepted hypotheses:

HO: Z defined as A (is taken as a null hypothesis)

H1: Z not defined as A

The conclusion regarding the choice of a certain hypothesis is based on the criterion of plausibility based on
the assessment of the probability of obtaining differences between the samples:

p(Z|HO)

AD) =D

€y

where p(Z|H0) and p(Z|H1) - probability density functions (also called likelihood) associated with person
A ("own") and "not person" A - («alienty).

In the study of linguistic information identification systems of the well-known US Institute of Standards
(NIST), instead of criterion (1), the criterion is recently used [6].

P(ZIH0)>

p(ZIH1) (2)

A(Z) = log<

There are many methods for describing a "non-person" model, but we will be most interested in the following
two methods. The first method will be based on the selection for each person A of certain standard of templates
Aj,...,Ay [5]. Due to the fact that these templates will be created for each person, it can be concluded that the
templates refer to the "non-person" model. The second method is based on the selection as a benchmark of persons
falling out of the general distribution, who will correspond to the "not a person" model. This method requires long-
term training on test data, but due to adjustment to a large set of input data, it is considered the most effective and is
used more often than other methods when building language information identification systems [6].

When developing practical systems for the identification of language information, a certain threshold value
6 s most often determined to make a choice about accepting or rejecting a person. The correct choice of 8 is always a
difficult task that requires a number of experimental studies.

Before using speech signal identification systems, it is necessary to evaluate the accuracy of identification.
For such systems, there are three main accuracy factors:

1. crossover error rate (CER);
2. false reject rate (FRR);
3. false acceptance rate (FAR).

A false rejection occurs when the identification system rejects the "correct”" option. A false deviation is
usually called Type I errors. Such false deviations are quite important in real identification because they lead to a loss
of trust in the systems and to the need for additional time for authorization. False acceptance occurs when the "wrong"
option is accepted as the "correct" one. False acceptance is also very important, because with this option, an
unauthorized person will gain access to resources. It is customary to call a false acceptance Type II errors. Type II
errors are thought to be more important than Type I errors because it is better to not admit the real person than to admit
the wrong person when making decisions.

The crossover error rate (Fig. 1) is the point of intersection of the error curves of Type I error (FRR) and
Type II error (FAR) [7].

The false acceptance rate is also called equal error rate (EER). Considering the fact that this coefficient
accumulates the values of false rejection and false acceptance coefficients, it is most often found in the description of
speech signal identification systems [8].
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Fig.1. Graph of dependencies of errors of the I and II Types

In the competition among systems of identification of speech signal systems, the learning cost function is
also adopted, which determines the weighted sum of the probabilities of false acceptance and false rejection:

Cpet(0) = Cpiss X PTarget X Puiss(0) + Craiseatarm X
X (1 - PTarget) X PFalseAlarm(e) (3)

where the parameters of the cost function are Cygs (missed detection cost factor=1) i Cryiseararm (false
detection cost factor=1), and Prqrge: (a priori probability of the specified target person=0,05), Py;ss (probability of
missed detection).

Making a decision on the identification of a speech signal is the main indicator and result of research when
comparing the speech signals of individuals. Therefore, special attention should be paid to the correct selection of the
parameters of the identification system in order to ensure the necessary values of errors of the I and II Types. Most
biometric systems have a flexible threshold that controls the balance between these two types of errors. In each
program, the optimal threshold is found empirically.

NIST evaluations of various speaker identification systems showed [5]:

- comparison of announcers' voices on the basis of a limited set of data - The point of equality of
errors of the I and II types lies within 5-10%. The degree of confidence of the classifier in the obtained result is
approximately 95%;

- verification of the announcer based on an extended data set - the point of equality of errors of the I
and II types is much lower, in the region of 1.3 - 2%, which roughly corresponds to a relative decrease in the number
of errors by 74-80%;

- comparison of announcers' voices based on an extended data set - point of equal probability of errors
- 12-15%.

Experiments

In view of the presented identification errors, it can be concluded that the existing announcer identification
systems cause fair complaints from users related to the objectivity of examination results. The conducted studies [2]
showed that the expressed doubts are fully justified. This conclusion is due mainly to the fact that in most modern
means of conducting identification studies of voice signals, the Fourier transformation is used, which is an artificial
mathematical method of decomposing a complex signal into periodic components. But the mechanism of perception
and transformation of sound vibrations by the human hearing apparatus is arranged differently and such artificial
transformations cannot exist in it. It was also established that the main processes of information transmission to the
brain, contained in sound signals, are of an impulse nature, and the duration of these impulses ranges from tens to
hundreds of milliseconds [4], in connection with the above, it was concluded that the need the use of a multifractal
approach to build a speaker identification system [5]. The study of signals in the time domain is necessary because all
phonemes have a well-defined fractal character that is preserved and is individual for each phoneme, that is, the form
of the phoneme signal in the time domain is the same in all languages and approximately the same when it is
pronounced by any individual. It is this uniformity that allows us to recognize the language of any person. The main
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difference, which determines the individuality of the speaker, is the individuality of the frequency composition of the
signals that make up this sound when it is pronounced by a specific person. This individuality, in our opinion, is
determined by the frequency of the main tone and is modulated by the parameters of this frequency. Both the frequency
of the main tone and these parameters are determined by the individuality of the components of the vocal tract of any
person [2].

During the implementation of the software, two interrelated tasks arose - automatic segmentation of the
phonogram and selection, calculation and determination of the degree of proximity of fractal formations contained in
the investigated signals of the controversial and exemplary phonograms. Both of these tasks are solved in [5, 6].

Within the framework of the speaker identification task, two interrelated tasks of speaker identification and
verification can be distinguished [6]. In the first task, the goal is to identify the audio component as pronounced by
one of the announcers from the considered set, in the second - to establish the belonging of the audio component to a
specific reference announcer.

Based on these tasks, systems are divided into three parts:

1. determination of individual features of the speech signal;
2. representation of the characteristic standard of the announcer;
3. making a decision about the announcer's personality.

On the basis of the above, it is possible to distinguish the following main stages of the implementation of the
announcer recognition system:

Measurement of the fractal dimension of signal components. A stage that is simple to implement, but quite
effective in the set of all discriminability measures. Its implementation is possible both with a permanent window and
with an adaptive type of window.

Definition of phrase boundaries. To solve this problem, it is most rational to use language segmentation
algorithms based on the multifractal approach. Based on this approach, in those elements of the signal, where the
change in fractal dimension exceeds some set threshold, it is assumed that a phrase begins.

Selection of the main tone. To solve the task of selecting the main tone, there is a need to develop an
interference-resistant method of selecting the main tone for each period. An algorithm based on the use of Morle
wavelet approximation of the signal with subsequent statistical analysis of the distribution of wavelet maxima, which
is physically explained by the presence of self-similar structures characteristic of signals associated with resonators,
can be taken as a basic algorithm for the selection of the main tone.

At the stage of measuring the main tone on the signal sections, it makes sense to compare not the absolute
values, but the normalized values - this makes it possible to more accurately distinguish announcers by intonation
color.

Selection of characteristic parameters of the main tone. To solve this problem, you can use the finding of
only some of the considered parameters during the analysis for each fragment: the average frequency and dispersion
of the main tone; distribution of periods of the main tone; amplitude modulation of the main tone; frequency
modulation of periods of the main tone.

Comparison of signal parameters with reference parameters. After carrying out the process of comparing
speech parameters with the reference ones, you need to select the most "close" speaker from the database. To do this,
it is necessary to compare the selected parameters of the main tone from the database based on a probabilistic approach.

In the process of conducting research, the following method of examination was found [4]:

1. To conduct speaker identification research, two or more phonograms are provided for speaker
matching, as a rule, in a set of phonograms, at least one phonogram clearly belongs to the voice of a particular speaker.

2. Each phonogram is segmented into fragments based on the fractal dimension [4].

3. For each fragment of each phonogram, the frequency distribution of the main tone over the entire
length of the phonogram is calculated based on the frequency distributions of the main tone obtained for the fragments.

4. Phonogram data accurately identifying a person (the given owner of the voice) is stored in the
identification database.

5. For each of the phonograms, for which speaker identification must be performed, membership in

one distribution for the frequencies of the main tone of each fragment selected from the phonogram is checked, with
similar distributions stored in the identification database.

6. Based on the assessment of the degree of closeness between the frequency distribution of the
fundamental tone, the announcer is set based on the degree of closeness to the considered distribution.

Let's consider the architecture of the implemented speaker identification system in the UML language in the
form of class and sequence diagrams. The class diagram reflects the static structure of the system. It consists of a
description of classes and relationships between them. A sequence diagram displays the dynamic relationships in the
system, for example, the sequence of calls.

Figure 2 shows a diagram of calls during preliminary preparation for highlighting the characteristics of the
announcer's speech. In pre-language recognition mode, the system boots with a prepared configuration file and an
input signal. Recognition will be done through the configuration manager.
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Fig.2. Sequence of preprocessing calls

Figure 3 shows the call diagram during post-processing during speaker recognition. At this stage, the input
digital signal will go through the process of dividing it into vocalized and non-vocalized parts, decomposition by
Morley wavelet followed by statistical analysis of the distribution of wavelet maxima and determination of the
frequency of the main tone for the segments. The AudioFileDataSource and Recognizer classes implement functions
to perform these tasks. The result of the sequence of calls are the labels of the class of the announcer and the language
to which the classifier classified the input speech signal.

In figure 4 presents a diagram of entity classes, which are object representations of data managed by the
identification system.

Home acts as a graphical interface of the software system, which directly interacts with DBSpeaker and
WavFileRecognizer. DBSpeaker performs the functions of presentation and description of saved recordings of
announcers. WavFileRecognizer is designed to implement the process of reading a sound signal (from a stream or
from a file) and identifying the speaker. AudioFileDataSource implements the function of reading the audio signal,
and Recognizer implements the speaker identification.
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Fig.3. Sequence of calls of the speaker recognition process

The VoiceFeatures abstract class is designed to store and calculate the features of the input speech signal.
The class consists of an array of VoiceFeatureValue objects and the ExtractFeatures obtaining method, which performs
feature extraction from the input speech signal. The inheritors of the class are the classes performing fragment-by-
fragment analysis: average frequency and dispersion of the main tone; distribution of periods of the main tone;
amplitude modulation of the main tone; frequency modulation of periods of the main tone.

The PersonClassifier abstract class is designed to implement the classification algorithm. The class consists
of the Train and Classify methods, as well as the Parameters object, which contains all the parameters necessary for
the work of the classifier. The Train method accepts as input a dictionary, in which the key is a class label, and the
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value is an object of type Features, and returns a Parameters object. The PersonClassify method takes a
VoiceFeatureValue object and returns the value of the decision feature, as well as the decision class label.
The SpeechUtils class contains helper methods needed for feature computation and classification, such as,

for example, computation of vocalized/unvocalized segmentation and denoising.

Thus, a software architecture for speaker identification tasks using a multifractal approach in describing the
structure of speech is proposed. The use of a similar architecture and the use of a multifractal approach will generally
improve the accuracy of speaker identification.

Based on the proposed architecture, a software system was developed in the Python programming language

using the SQLIite database.

The software system for identifying a person's speech signal is searchable, as it is the result of ranking
according to the degree of proximity of individual parameters of the speech signal.

The software system for digital recording of informational messages automatically calculates the parameters
of language characteristics and further ranks these characteristics in the database of individuals.

The software system uses a ranking method based on three different criteria. These include:

- calculation of the proximity of two-dimensional probability density function curves for the
frequency of the main tone and the location in the spectrum of three frequency ranges that are extracted from the

speech recorded in the speech signal;

- calculation of the proximity of the probability density function curves for each of these features

separately;

- calculation of the degree of closeness of the absolute maxima of the formant spectra extracted from
the speech recorded in the speech signal.
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+htnClazehctionPerformed vt © java awtevent Action Event) : void +getAdress(adinss : Sting) - void(Static]
resloctFila(] -String +setDate(date - String) - void [Static]
+getDate (date : String) : void(Static]
+setFileifile : String): void [Static}
+getFile|file : String) : void[Static)
+aetDataType (dataType : Sting) © void(Static]
I +getDataType(dataType : String) : void(Statich
3 - - +setCityjeity : String) : void[Static}
<<Recognition class>> pawiielrecos pizelending +getCity [oity : String] : void[Static}
WavFllieRecognlzer +gatCountry{country : String) : void[Static}
Recognizer +getCountryloountry - String) : void [Static]
fileName : String +setlDiID : String) : void [Static}
SIGNALMONITOR © String=manitars recResults : Single +get|DiID @ String) : void[Static}
SIGNALDECCDER : String=decoder recognizer - Recognizer [LogicalView Recognizer)
statelisteners : List audioFileDataSource - AudioFileDataSource)
rmanitors ; List +eetFileName(fileName : String) : void[Static}
namme : String +getFilaName()  Strng(Static)
decoder : Decoder +recugnizeSpeech( - void(String!
currentState +etResults(] : String(Static)
RecognizerState=RecognizerState, DEALLOCATED +eetResuls{results | String) - String(Static]
+oString() : String
+remaoveStatelistener(stateListener : Statelistener) : void 0
+removeResultlistenerresultlistener : Resultlistener) <<detivedclass>>
vaid .
istener(stateListener : StateListener) : void AudioFileDateSoures
+addResultlistener(resultlistener: Resultlistener) : void
+recetMonitors() : vaid datastrearn - InputStream
+deallocateResource() : vaid sampleRate - int
+allocateResources(] : void bytesPerRead ; int
+inputRecognize (inputText : String) : Resuk ! g
+newProperties(ps : PropertySheet) : void bigEndian - hoolean
+aetStatsnewState : RecognizerState) | void signedData : boolean
- {desiredState ; Reca il streamEndReached : boolean = falze
utteranceEndSent : boolean = false
utteranceStarted © boolean = false
ile - File
VolcaFestures Classifler FrewProperties(ps - PropertyShest) - vaid

values : VoipeFeaturesValues []

parameters : ListParameters

+Extractiname :String) : void

+Classify(feature : VoiceFeaturesValues) @ int

!

VoicoFeaturaavalues

Parameters

Fig. 4. Class-entity diagram

+initialize() : void

+zetdudioFile(audioFile : File, streamMNarne : String) : void
+aetdudioFile(audioFileURL : URL, streamMarne - String) : void
+aetlnputStrearm(inputStream AudiolnputStream, strnarme @ String)
void

+getDatal)  void

+isBigEndian() : Boalean

+addMewFilsListener) : vaid

+remaoveFileListenar) : void

+ereateDataSignall) - DataEnd Signal

+readNextFrame() : Data

+olosebataStream()

+getDuration|) - Long

The result of making a decision of the developed program is a graphical representation of the proximity of
the curves of the two-dimensional probability density functions for each of the signs (Fig. 5).
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Fig. 5. The resulting graph of the comparison of speech signals of individuals by the frequency of the main tone

Conclusions

The following conclusions can be drawn on the basis of the performed research:

1. approaches to the construction of existing announcer identification systems are considered;

2. the main criteria for assessing the accuracy of announcer identification were investigated and the
main sources of loss of accuracy during announcer identification were identified;

3. the structural construction of the announcer identification system is considered, taking into account
the identified sources of loss of accuracy during announcer identification;

4, the proposed architecture of the speaker identification system in the UML language in the form of
class and sequence diagrams.

5. a software system was built that implements the functions of speech signal identification according

to the methods and algorithm proposed in previous works [3-5, 10].
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DEVISING ARCHITECTURE FOR REMOTE EDUCATION ORGANIZATION BASED
ON A SINGLE-BOARD COMPUTER

The presented paper sets the goal of providing computer engineering courses based on a single-board computers (SBC)
with the organization of the remote education process. The devised approach relies on the connection to the local area network (wired
or wireless) of the university, making the board accessible to the internal users, and creation of a network tunnel between the remote
user and connected parts. These actions are accompanied by assignments of necessary permissions to the users of the system. First,
the requirements of each involved actor were considered and as a result of that further understanding of the network communication
process, network management and administration, software requirements, etc. was acquired. According to these results, analysis of
the capabilities of SBC in terms of its connectivity was performed and, finally, the architecture was realized on the available hardware
with regard to the peculiarities of the specific subject. The article establishes all the necessary details on the implementation of the
proposed architecture and discusses results of the testing performed as a part of the specific course. During the testing stage, the
deployed system based on FriendlyARM Nano Pi allowed us to organize the course on Real-Time Embedded Computer Systems and
successtully finish all related activities under circumstances of remote education. It was demonstrated that the proposed organization
/s reliable as demonstrates conceivable performance even under condition of multiple simultaneous connections to the target board.
From the administrative point of view, the solution is highly configurable which is a huge advantage for the lecturer and for the
administrator. The devised architecture has a potential in terms of improvement and scalability because it consumes relatively low
network capacity and is easy to deploy under any circumstances.

Keywords: Single-Board Computer, Remote Education, Network, Architecture, Remote Access

SIPOCJIABA KPAMHUK

YopHOMOPCHKHii HALIOHANBHUIT YHiBepcuTeT imMeHi [lerpa Mormiu

PO3POBKA APXITEKTYPH JJISI OPTAHI3AIIL BIIIIAJTEHHOI'O HABUAHHS HA
OCHOBI OJHOHOIIVTIATHOI'O KOMII'IOTEPY

Y npegcras/ierivi poboTi 3arpornoHOBaHO BUDILLIEHHS ITUTAHHS 3a0E3MEYEHHS HaBYaIbHUX KyPCiB 3 HaIPSMKy KOMIT IOTEPHOI
[HXKeHepIi Ha 0cHOBI ogHoniaTHoro koM totepy (OK) 4715 MOX/IMBOCTI BIAAA/IEHOMO HaBYaHHS. 3arporoHOBaHm rigxia 6asyeTscs Ha
BUKOPUCTaHHI BHYTDILLIHBOI MEPEXI YHIBEPCUTETY (APOTOBOI abo 6€34p0oTOBOI) 415 TOro, Lob 3abe3rneqynTu [OCTYIT BCEPEANHI LiEi
MEPEX], a TaKOX [pPO3ropTaHHI MEPEXEBOro TYHEMO A1 BIAAAJIEHNX KOPUCTYBAYIB Ta [10BA3aHNX KOMIIOHEHTB. Lfi 4ii
CYIPOBOMIKYIOTLCS HANIALUTYBAHHSIM 1apaMeTPIB AOCTYI1y KOPUCTYBaYIiB 40 cucTemu, Y poboTi poarHasii30BaHi BUMOrv ycix CTOPIH, LYo
OyayTb BUKOPUCTOBYBATH Ta 330€3M1e4yBaTh (YHKLIIOHYBAHHS CUCTEMU. Ha OCHOBI LIbOro OTpuMAaHi BUMOIMM LOAO [POLIECIB
MEPEKEBNX KOMYHIKALIV], MEPEKEBOIO aAMIHICTDYBAHHS], BUMOIY 4O MPOrpamMHOro 3abe3IeYEHHS Ta IHLLI BUMOIY. 3 ypaxyBaHHIM Lux
PE3Y/IbTATIB MPOBEAEHO aHA/NI3 LOJO0 MOX/MBOCTEN OK Ta peasizoBaHo CUCTEMY BIAINOBIAHO A0 OTPUMAHNX BUMOI H3 OCHOBI HASBHOIO
araparHoro 3abe3rneyYeHHs Ta BUMOor YiiboBOro Kypcy. PoboTa ripeacras/ise A4eTalli BIGHOCHO peasiizalii 3arpornoHOBaHOI apXiTeKTypHu
7@ PO3I/ISAAE PE3YILTATH, SKI OTPUMAHI 114 Yac po3ropTaHHs cuctemu. OnvcaHa cuctema byna po3ropHyTa Ha 6asi OK FriendlyARM
Nano Pi g5 npoBegerHs Kypcy BOyAoBaHi KOMTIOTEPHI cCTEMM PeaslbHOro Yacy Ta YCIliLUHO 3a6e3r1e4Ynsia poXOLKEHHS Kypcy
CTyAeHTamMy 3a yMOB BiAAa/IeHOro HaByaHHs. [IPOAEMOHCTPOBAHO, L0 CUCTEMA € HALIMIHOK 3 TOYKY 30py POAYKTUBHOCTI Ta 33 yMOB
OfHOYACHOro MMAK/IIOYEHHS] OarartboX KOpUCTYBa4YiB. 3 TOYKM 30py aAMIHICTDYBAHHS CUCTEMA HAAAE LUMPOKI MOXJ/IMBOCTI LOAO
KOH@IrypyBaHHs, IO € 3HAYHOKO EPEBAror A5 BUK/Ia[a4Ya T1a aamiHicTpatopy. Po3pobrnieHa apXxitektypa Mae foTeHuyiasn A5
10438/1b1LI0r0 BAOCKOHA/IEHHS, OCKI/IbKM BOHA MOTPEBYE BIAHOCHO HE3HAYHNX MEPEXXEBUX PECYPCIB Ta MOXe 6yTH JIErKO PO3ropHyTa 3
YpaxyBaHHIM HasIBHUX AJ15 LIbOIO MOX/TMBOCTEN Ta BUMOI | OBMEXEHb MEPEXEBOI IHPPACTDYKTYDH.

KImoYoBi CrioBa. OAHOMIATHWY KOMITIOTED, BIAAATIEHA OCBITa, MEPEXA, PXITEKTYDa, BIAAAIEHMI AOCTYI.

Introduction

With COVID-19 outbreak pandemic situation, education happened to be in the situation where remote tools
and technologies are becoming indispensable for the whole educational process. On-line platforms with multiple
features, tools for on-line meetings have gained notable popularity during the last period.

During studying engineering disciplines, the deficiency of such tools is getting to its top extent. Since they
suppose direct communication with laboratory equipment, this field of education is one of the most vulnerable to this
situation. Experimental stage and work with development boards requires availability of this equipment to students.

The goal of this paper is to establish a solution for remote educational process organization that allows usage
of a single-board computer during the remote sessions. It should provide necessary capabilities to ensure that multiple
students can work with the equipment simultaneously.

The contribution of this paper is in the following:

- established an architecture for remote educational course organization based on a Single-Board
Computer (SBC);

- the architecture incorporates networking and processing features of SBC to organize communication
with other parts of the system;
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- the proposed solution is scalable and can be applied to the multiple boards deployed in the network
of the university.

The rest of the paper is organized as follows. The next section reviews contemporary researches that are
concerned with technical aspects of remote education organization. The next third section manifests information
technology for single-board computer remote access organization. Results and discussion section exhibits practical
experience of the proposed means. The conclusions section summarizes the main points of the proposed information
technology.

Related work review

While remote education was under big focus before the pandemic situation [9, 10] and advanced notably in
the quality and content, the pandemic situation actually pushed it to one of the top trends in science, social life, and
technology.

Remote education is developing in multiple vectors [1, 2, 5, 7]. The means involved in this process are also
constantly improving. For instance, the society witnessed a huge success of on-line communication platforms such as
Zoom and Google Meet. However, for the case of engineering courses, it is preferable to provide continuous access
to hardware without presence of the lecturer. Hence, the solution should not rely only on the communication platforms.

There are many well-known systems developed by the leading universities that establish remote access to the
hardware located in the internal network. For instance, in TU Dortmund University, within the development of project
ELLI [2], remote and virtual laboratories have been deployed. The main topic of the laboratories is Industry 4.0 and
engineering education in general. They maintain access to the industrial equipment and handle control of the available
technologies. However, while being an advanced example of remote access to educational environments, it
concentrates on the manufacturing process.

The remote laboratory of Maintenance 4.0 [3] exemplifies how remote access may be granted to complex
equipment. The solution is based on five-layer architecture with the MIMOSA database. However, this architecture
cannot be applied for courses where direct communication with hardware is preferable. Administration and
programming tasks should be executed on the hardware platform.

The ArPi project [4] has deployed a low-budget educational system based on Raspberry Pi computer and
Arduino boards with Ethernet shields integrated into the local network. The system has sophisticated API for
communication and a huge set of connected devices. The control system is implemented using hyper-text protocol
and is accessible as a web-project. However, ArPi Lab project mainly focuses on the work with Arduino controllers.
Raspberry Pi plays the role of a server and cannot be programmed during the course. Since single-board computers
are more powerful devices, it is preferable to have additional access to such devices.

The analysis of the actual curriculum of the leading universities in the field of computer engineering
demonstrates that they presume work with single-board computers as one of the options for hardware platforms. SBC
provide necessary balance of convenient software infrastructure and low-level access to the hardware interfaces [8].
Moreover, as they use Linux-based operating systems predominantly as a main software layer, the transition from
desktop software development to development of software for peripheral devices should be smooth and fluent.

One of the latest trends in education is a burst of popularity of virtual reality (VR) [6] and augmented reality
(AR) tools. They provide improved digital experience for situations when visual experience is important. However,
in case of engineering courses that suppose work with hardware basis and software development, use of AR or VR
may be impractical. Thus, students need the technology that allows them to connect to the hardware remotely and
execute programming actions.

Therefore, the problem of maintaining computer engineering courses based on SBC with extended access to
hardware is still relevant. Remote access to the hardware is the key component for such courses organization. The rest
of the paper is dedicated to the solution of this problem using available infrastructure of the university.

Information technology and architectural solution for remote access organization

It is a common case that universities have complex internal network infrastructure that is protected and not
accessible from the outside except public resources due to security reasons. When the student has access to the
network, all educational resources deployed inside should be completely available. However, as those resources are
not accessible from the outside, it poses a huge problem to keep the educational process stable for all participants of
engineering courses.

Recently single-board computers (SBCs) like Raspberry Pi, Orange Pi, Nano Pi, etc. have achieved extreme
popularity in the engineering educational environment due to their powerful features alongside with affordable price.
In fact, many of them are powerful enough to perform complex computations. They facilitate support of novel software
libraries and can communicate with external devices. Therefore, they are highly exploited in many university courses.

First, let us explain how SBC may be used in the educational process. The use-case diagram is shown in
Fig. 1.
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Fig. 1. Use-case diagram of the devised system

Three roles are present in the system. The lecturer assigns a task and has access to the configuration
parameters. The lecturer also can configure the system to prepare it for students. This task may be delegated to the
administrator. Notice that execution of “Access...” use-cases from the student’s side is not the same as from
administrator’s side because of different levels of permissions. For example, while administrator and lecturer has
complete access to hardware, the student is limited to its limited set and cannot execute critical functions. The lecturer
can install any software while the student can only use software and libraries that are installed. The student’s
permissions are restricted to the level required to execute assigned tasks.

Local network integration. To provide remote access to the SBC hardware, first, it needs to be integrated into
the local network of the university. Generally, university LAN provides both wired and wireless connections. The first
one creates a basis for network distribution on the complete campus. The wireless utilizes resources of the wired
network and provides connectivity for user devices (smartphones, laptops, etc.). They rely on Ethernet and Wi-Fi
technologies respectively. Hence, there are two options on how to connect SBC to the internal infrastructure. The
decision about the medium to connect with should be done according to the requirements to the reliability of
connection and throughput. Available interfaces are also to be taken into consideration because many SBCs do not
have an Ethernet port.

Hereinafter, three different cases are considered:

- wired connection;

- wireless connection to the secured network;

- wireless connection to the ad-hoc network.

The last two options may demonstrate different situations as even one university student can have both
variants depending on the network architecture.

Wired connection. In this case, a conventional configuration file /etc/network/interfaces needs editing. Policy
for retrieving IP-address (DHCP or static address), gateway, and network mask are the minimum parameters set to
prepare.

To configure connection to the Wi-Fi, it is possible to use wpa-supplicant tool. Its main goal is to simplify
the process of configuration of wireless interfaces and automate it. The most convenient way to pass settings to the
utility is to prepare a configuration file.

Configuration file for wpa-supplicant tool has a format shown in Fig. 2. First, let us examine configuration
for an ad-hoc network.
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Fig. 2. Content of WiFi configuration file

Ad-hoc network supposes that the user does not need to enter credentials to access its resources. They are
quite widespread in various social institutions. It is also quite common for universities to provide such services. As
can be observed in Fig. 3, the value of the key management setting is assigned to NONE so no credentials will be used
during connection.

&P COM11 - PuTTY

Fig. 3. Configuration for a secured network

To apply the setting during the startup stage, the wireless interface of the SBC has to be prepared by the
following lines in /etc/network/interfaces (Fig. 4).

Fig. 4. Excerpt from the network interfaces configuration file

The last line executes configuration stored in the .conf-file.

If a DHCP system is used for IP-address assignment, the address of the board can be reserved exclusively to
the SBC to avoid continuous changes. Thus, the address will be known in advance.

Access to the board. The access to the board is established using a common protocol for remote access,
Secure Shell (SSH). Therefore, the port 22 must be open for external connections. As long as additional protocols are
required, they may be installed by the administrator. To be able to interact with the SBC, the user needs credentials.
Due to the security reasons credentials for each permitted user is generated before the start of the course when it is
confirmed that he/she attends the course. In this way, no external students will consume resources of the SBC.

In general, the students receive a numerical identifier and associated password to access all university
electronic resources. It is convenient to use the numerical identifier to grant permissions to the SBC. To automate this
task the script that generates credentials and creates system users should be available to the administrator and the
lecturer.

Besides being able to login and execute general commands, the student of the engineering course is supposed
to work with hardware components. For instance, access to the I2C or UART by default has only the user with
administrator privileges. Without additional configurations, the ordinary user cannot read or write data to/from the
device. The permissions can be granted in the following way. First, the list of resources should be identified. Second,
each item of the list should be checked for vulnerabilities from unexperienced user’s actions. Third, the logging system
should be turned on to collect information about all system actions so the possible source of the problem may be
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detected by logs analysis. As soon as those conditions are met, the administrator can traverse all required resources
and provide access to all users or the specific group of users of the system using chmod command. Once again, to
automate this task all commands may be placed into a script that runs during the startup.

On the other side, not all settings and permissions can be assigned in advance because the system is dynamic
and new instances of devices/modules may appear during the board work. For instance, controlling pins through the
virtual file system sysfs leads to creation of directories with restricted permissions. In this case, the lecturer provides
permissions by request.

Software libraries. Apparently, students should not have permissions to install new software to the SBC. On
the other hand, it is a vital point of multiple learning steps to have an opportunity to write the software part and execute
it. Hence, at the preliminary stage, all necessary libraries and programs (compilers, script languages, etc.) should be
installed and tested. Typically, the standard setup process configures correct access to the utilities to all groups of
users. In opposite, this can be configured by the administrator during the preparation stage.

Remote access. Previously, the remote access to the SBC from outside of the university has been outlined as
the main problem. To ensure remote access for students, features of the tunneling protocol are exploited. Point-to-
Point Tunneling Protocol (PPTP) is the protocol that allows remote access organization to the dedicated resources in
the internal infrastructure. It requires creation of a Virtual Privacy Network (VPN) with PPTP as a communication
protocol. Actually, the student connects to a dedicated server that also runs VPN to accept clients’ connections. As
soon as connection is provided, the client can access internal network resources as if they are within the same network.
Hence, the scheme of remote access organization is shown in the Fig. 5.

Server runs VPN
Laptop PPTP connection client
Student -
Gateway Wireless Sge
/ server router

University
Student infastructura

PC

Fig. 5. General network communication scheme for the proposed architecture

Notice, that in order to secure the server, the administrator of the internal network should generate credentials
and associate them with the user that has no privileges to harm the whole system in any capacity. Otherwise, the
system becomes vulnerable to external attacks. Additionally, to decrease the load of the server, the administrator may
limit the number of simultaneous connections.

As soon as VPN is configured, the client can connect to the SBC via SSH-protocol. The lecturer or
administrator can execute necessary activities by being on premise (e.g. using UART) as well as having access to the
SBC from the remote location.

Results and discussions

During the experimental stage, Nano Pi Neo Air board was used. FriendlyARM Nano Pi Neo Air is a
contemporary SBC with rich set of characteristics. It supports WiFi-connection but has no port for wired connection.
It has enough memory (512 Mb RAM) and computational resources (quad-core with frequency up to 1.2 GHz) to
ensure simultaneous work of a students’ group. Because of his small form-factor (40x40 mm) it consumes almost no
space and its installation may be done practically anywhere providing a reliable level of WiFi-signal.

All configurations have been done using serial connection to the board. Since there are two wireless networks
in Petro Mohyla Black Sea National University (Mykolaiv, Ukraine) that match both described cases, connection was
prepared for both networks.

The access to the SBC was provided to the students of Real-Time Embedded Computer Systems (master
level). During the course they managed to do laboratory tasks with internal infrastructure of the SBC, connected
components, software programming and debugging. The brief list of tasks that were assigned to the students included
the following items:

- Introduction to the file system organisation, device identification in the file system;

- Identification of the available commands and their location;

- Work with preinstalled utilities to communicate with a six-axis sensor via I2C interface;

- Deployment of the dummy driver and is demodulation;

Compilation and execution of a software program that controls connected LEDs or processes
measurements from the above-mentioned sensor;

- Usage of the debugging capabilities of the system.
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The following peak values of the Nano Pi parameters were observed under condition of approximately 20

simultaneous connections to the SBC:
- RAM usage - 50%;
- CPU usage - 83%.

As demonstrated the values, the peak observed value was relatively high, however, most of the time CPU
resources are occupied not more than 10% of the maximum value. The measurements were received from the calls of
cron service that initiated logging of the specific parameters into a log file. Additionally, those numbers prove that the
solution provides necessary level of scalability despite constraints of the SBC device. While adding one more SBC to
the network by the same scenario does not imposes significant difficulties, the benefits of having multiple instances
can ensure better load balancing for the resources of SBC deployed.

Conclusions
In this paper, the architecture for remote educational infrastructure organization for engineering educational
courses based on SBC usage has been established. The architecture allows complete remote access to the hardware
located within the university network. The deployed instance of Nano Pi Neo Air was used during the testing stage.
The results demonstrate that students can have access to the computer and have sufficient experience to do tasks
remotely.
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OKSANA KYRYCHENKO

Yuriy Fedkovich Chernivtsi National University (Ukraine)

INFORMATION TECHNOLOGY FOR STATISTICAL CLUSTER ANALYSIS OF
INFORMATION IN COMPLEX NETWORKS

Information technology has been developed, which is used to collect, process and save large volumes of data from the web
space. With the help of technology, the statistical characteristics of various segments of the web space and their cluster structure are
studied. Two methods are used to find the optimal number of clusters and cluster centers: the well-known k-core decomposition
algorithm and a new method developed by the authors. The new algorithm is based on the distribution of ejgenvalues of the stochastic
matrix, which describes the process of Markov transitions in the system. The clustering process is carried out using the Power iteration
clustering algorithm.

With the help of written software (crawler), information is collected on a given segment of the web space. For the studied
area, there are statistical characteristics, namely: node degree, clustering coefficient, node probability distributions by input and
output connections. Oriented and unoriented graphs of web pages of the studied zones are constructed. By combining the calculated
dependencies for the input and output subnets, we can obtain the statistical characteristics of the undirected graphs of the web pages
of the web space zones that we are investigating.

For cluster analysis, the optimal number of clusters and cluster centers can be found in 2 ways: by the well-known k-core
decomposition algorithm and by using a new method developed by the author. The new algorithm is based on the distribution of
elgenvalues of the stochastic matrix, which describes the process of Markov transitions in the system. Using the Rower iteration
clustering algorithm, the cluster structure of various segments of the web space is studied.

The advantage of the developed information technology is that with its help one can work with large sets of data collected
on the Internet, study their structure and statistical characteristics, and perform the clustering process. To implement the clustering
process and find the optimal number of clusters and centroids a new algorithm is suggested. The results of the algorithm indicate
high accuracy in determining the optimal number of clusters.

Keywords: optimal number of clusters; cluster centers; k-core decomposition algorithm, eigenvalues; stochastic matrix;
clustering process; statistical characteristics, process of Markov.

OKCAHA KMPUYEHKO

UYepHiBenpKuii HaioHaNbHUH yHIBepcuteT iM. 0. denproBrua

TH®OPMAIIIMHA TEXHOJIOT'IA INPOBEJEHHA CTATUCTUYHO-
KJIACTEPHOI'O AHAJII3Y IH®POPMALII ¥ CKJIAJJHUX MEPEKAX

Be/mvka KifibKicTs iH@opmauii B IHTEPHETI Ta U 3arasnom cam iH@OPpMALIVIH NPOCTIp SB/ISIOTE COBOK0 CKIaAHY MEPEXY 3
YCIMa XapakTepHUMH [J15 TaKuX CTPYKTYD CTaTUCTUYHUMU XaPaKTEPUCTUKAMK, OCOB/IMBOCTSIMM Ta 3B A3KaMu. BUBYEHHS CTaTUCTUYHNX
0CO6/IMBOCTEN [ KIIACTEDHOI CTPYKTYPH TAKNX MEDPEX, @ TAKOX HAUOINbLLINX JOMEHIB [ 30H LIIKaBUTb CbOro4HIi 6aratbox JOC/AHVKIB |
BYEHUX.

Po3pobrieHa [H@opMaLiviHa TEXHO/IONS, 3a AOMOMOIror SKOI IMPoBOANTECS 36ip, 06PObKa Ta 36EPEXNEHHS AaHUX BETUKUX
06'eMiB 3 BE6-NIPOCTOPY. 33 AOMOMOror IHPOPMALIIHOI TEXHO/IONT AOCTTIKYIOTECA CTATUCTUYHI XaPaKTEPUCTIKY PI3HUX CErMEHTIB
BE6-NIPOCTOpy Ta AOCKYETLCS IX KIIACTEPHA CTPYKTYpPa.

3a [4OroMOoror HarmmcaHoro rporpamMHoro 3abe3rneyYeHHs (Kpoysiepa) npoBoanTecs 36ip iHOPMaLlii 10 3843HOMY CErMEHTY
Be6-ripocTopy. 15 AOCTIIKYBAHOI 30HM 3HAX0AATLECS CTATUCTUYHI XaPaKTEPUCTUKY, @ CaMe.: CTYITiHb BY3/1a, KOE@ILIIEHT KIIaCTEPHOCTI,
PO3IT04I/TM VIMOBIPHOCTEN BY3/1iB 33 BXIHUMM Ta BUXIGHUMU 3B S3KaMu. ByayioTbCS OpIEHTOBAaHI Ta HEOPIEHTOBAHI rpagm BE6-CTOPIHOK
A0CTMKeHNX 30H. O6E€qHYrOYM PO3PAXOBAHI 33/1IEKHOCTI A1 BXIAHUX Ta BUXIGHUX [TAMEDEX, MOXHE OTDPUMATU CTaTUCTUYHI
XapaKTEPUCTUKUN HEOPIEHTOBaHMX rpagis BE6-CTOPIHOK 30H BEG-NPOCTOPY, SKi AOC/TIKYEMO.

151 TPOBEAEHHS KIIACTEPHOIO aHasii3y 3HaxoAnTbCA ONTUMATIBHE YUC/IO K/IACTEDIB Ta LEHTPU KIaCcTepis 2 criocobamu:
BiioMUM 3/IrOpUTMOM K-core decomposition 1a 3a A0MOMOIrow HOBOro METO4Y, pPo3po6/IeHoro aBTopoM. Hosmii anroputm 6a3yeTbcs
Ha pOo3r0o4i/ii B/IACHUX 3HaYeHb CTOXaCTUYHOI MaTpuLll, L0 OrvCye ripoyec MapkoBa rnepexodiB y cucTemi. 3a OrOMOrow a/iroputmy
Power iteration clustering npoBoanNTLCI AOCTKEHHS KIIACTEDHOI CTPYKTYPU PI3HNX CEMMEHTIB BEO-IPOCTODY.

[TepeBaroto po3pobrieHoi iHGOPMALIVIHOI TEXHONIOTT € TE, 1O 3 iT JOTOMOro MOXHA PaLoBaTH 3 BE/IMKUMU MacuBamu
AaHux, 3/6pamux B IHTEPHET], BUBYATU iX CTPYKTYDY Ta CTATUCTUYHI XaPaKTEPUCTUKY, 34IMCHIOBATH MPOLEC KaacTtepuszauii, s
pearnizauii npouecy KnacTepu3aLlii Ta 3HaXOMWKEHHS ONTUMA/IbHOI KiIbKOCTI K/1aCTEPIB | UEHTPOIRIB 3arpOrnOHOBaHO HOBMY a/irOpUTM.
Pe3ynibratv poboTv asiropuTMy CBIAYaTH PO BUCOKY TOYHICTb BU3HAYEHHS OMTUMAE/IbHOI KiJIbKOCTi K/1aCTEDIB.

KImo4oBi ¢/10Ba: ONMTMMalibHE YNCIO KAACTEPIB, LEHTPU KIACTEPIB; a/iroputMm k-core decomposition; BAIGCHI 3HAYEHHS,
CTOXacTHYHa MaTpuLs,; MPOLEc KAacTepu3aLlli; CTaTMCTUYHI XapaKkTEPUCTUKY, MaPKOBCLKUH POLIEC.

Introduction

A large amount of information on the Internet, and in general the information space itself, represent a complex
network with all the statistical characteristics, features and connections typical for such structures. The study of
statistical features and cluster structure of such networks, as well as the largest domains and zones, is of interest to
many researchers and scientists today.

In the theory of complex networks, three main directions of research are considered:

« studying the statistical characteristics that specify the behavior of networks;

* creating a network model;
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» predicting the network behavior when its structure changes.

Active development of this field of research led to the study of network characteristics, taking into account
not only its topology, but also statistical characteristics that characterize the behavior of the network when the
structural properties change.

For this, researchers study the statistical characteristics of various networks: energy networks, transport
networks, air transport networks, computer networks, co-authorship networks, social networks, the Internet and many
others [1-5].

Many works are devoted to studying the structure of the WWW space and statistical characteristics of the
web space [1-5]. The structure of such networks is presented by graphs. The nodes of the graph are the web pages,
and the edges are the links between them. Both directed and undirected graphs are studied [2-4]. It was found that the
World Wide Web obeys the statistical laws of complex networks, and it was established that the distribution of the
nodes of the graph, which reflects the World Wide Web, obeys a power law with the indicator close to (-2,2) for input
connections and (-2, 7) — for output ones [2-4]. This indicates the scalelessness of such a network, i.e. the high level
of development of the network as a whole [1-4].

Description of information technology
The goal of our research consisted in the development of information technology for collecting, processing,
saving and conducting statistical cluster analysis of information in complex networks. It is possible to study a complex
network in several stages. The structure of the developed information technology is shown in Fig. 1.

Web page & . & : -
—input data—»| downloading r Content parsing r Link extraction
A
h 4
Hyperlink scheduling [+ Hyperlink normalizing
Hyperink scheduler Hyperink normalzer
v
Data store Apache Splarlc GraphXx
¥
finding injout degree
¥
__Apache Spark _—
GraphX —»  Building a graph
computing clustering |
coefficient PIC
algorithm
4
kcore finding the optimal a5 run clustering
—d s n—‘!- number of clusters » analysis
and cluster centers
new clustering
algaorithm

Fig.1. General scheme of information technology for conducting statistical cluster analysis of information in complex networks

We have developed the software (crawler) that is completely controlled by the settings before starting work.
The user specifies a list of web page addresses — entry points, and if necessary, indexing depth, etc. This enables to
fully control the process of searching and indexing pages as well as the calculating the main statistical parameters of
the network under study [6]. The program was configured for a given number of "jumps" from the entry point on its
links. The results of the research are recorded to the database, and the crawler moves on to the next entry point. If
because of "wandering" the crawler comes across a page that is already in the database, no repeated study is required,
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only a new connection is added. As a result, we obtain a graph of web pages, the statistical characteristics of which
will be studied. For the area under study, the degree of each node is found, the clustering coefficient is determined,
and probability distributions of nodes are constructed based on input and output connections. Combining the
calculated dependencies for the input and output subnetworks, the statistical characteristics of the undirected graphs
of the web pages of the investigated web space zones can be obtained.

Thus, a graph is built and the clustering process should be carried out. The process of clustering enables to
consider large data sets and drastically reduce their dimensionality, make them compact and explore their structure.
The task of clustering consists in dividing a set of objects into groups of similar objects, called clusters. The result of
the clustering process is a set of clusters that contain similar elements of the input set of elements.

Concerning the clustering task, there arises a problem of choosing a clustering algorithm: it should be chosen
in such a way that the division into clusters be the most correct.

One of the most common problems with clustering algorithms is that for most of them the number of clusters
as an input parameter is required; however, the number of clusters is usually not known in advance. That is why the
use of certain empirical rules to choose the optimal number of clusters is needed.

A large class of clustering algorithms is based on representing the sampling as a graph. The vertices of the
graph correspond to the objects of the sampling while the edges correspond to the pairwise distances between the
objects. An adjacency matrix is constructed, which is then examined. Spectral clustering is often used to divide a set
of large dimensions into clusters. The data dimension is reduced using the spectral clustering algorithms. The next
step consists in applying some clustering method (e.g., k-means). It should be noted that the main drawback of
algorithms based on the k-means method is the requirement to determine the initial number of clusters and their
centers.

Information about these parameters is usually not available at the initial stage of the information space
research.

Another disadvantage of the k-means method is that it does not provide a solution to the problem of
determining the optimal number of clusters in the data sampling.

After the stage of graph building, we determine the optimal number of clusters and find the cluster centers.
Such process can be performed in two ways:

* by the k-Core decomposition method [7];

* by a new method developed by the authors, which is based on the asymptotic distribution of the eigenvalues
of a stochastic random matrix without conditions of element independence, the spectrum of which can be decomposed
into a regular part and outliers [8].

The next step is to perform the clustering process, i.e. the division into clusters, which is carried out using
the Power Iteration Clustering (PIC) algorithm [9].

Unlike the spectral clustering algorithms, the PIC algorithm calculates only one eigenvector (which is
actually a linear combination of several eigenvectors). In this way, a high speed of calculations is achieved if compared
to the traditional spectral clustering algorithm [9]. The PIC algorithm pseudocode is given below:

Input: Normalized similarity matrix W, number of clusters k
Output: Clusters Cy, Cs, ..., Oy

Pick an initial vector v".
t41 Wt t41 t41 t
v e e and 81— |v v,
Increment ¢ and repeat above step until |6° — & 1| ~ 0.
Use k-means on v* and return clusters C, C, ..., Ck.

o b=

Performing such tasks results in division of the collected data set into clusters and the possibility to compare
the performance of different clustering algorithms.

k-core decomposition method

To determine the optimal number of clusters, we used the k-Core decomposition method.

A k-Core graph is a maximally connected subgraph in which every vertex is connected to at least k vertices
in the subgraph. The k-core distribution is often used in largescale network analysis [7]. Its main aim is to find a strong
subgroup, the members of which play the role of communicators on the graph. Each node in the subgraph must have
at least k degree.

k-Core decomposition has the following properties:

YueV: k-care (u) = k+

and

There is such maximal subgraph V,, that ¥v € V,.:deg(v) = k,
[There is no such subgraph Vi,q that ¥ v € Vi deg(v) = k+ 1.
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This algorithm consists in finding the subgraph with the strongest connections k. This means that each
member of this subgraph has at least k& neighbors. In addition, there is no larger subgraph where each member has
more than & neighbors. Therefore, if we find a vertex that has the highest degree in this subgraph, it will be a good
candidate for its cluster center [7].

New clustering method
Along with the classical clustering method, for example k-means, in our approach we will use a new spectral
clustering method, in which the selection of clusters is based on the transition matrix (eigenvalues) P. In [8, 10 — 12
], the asymptotic distribution of the eigenvalues of the stochastic matrix 4 with random elements ajj U dist , where

dist is the basic distribution of elements. It was determined that the normalized matrix with the elements (1)

ajj

N 9
D aj
=

pij = (1)

corresponds to the asymptotic distribution of the real parts of the eigenvalues of the matrix P with a
distribution density

f/l(x;N):cJ(aJr -x)(x—a_), xe(a_,a,),

where a_, a, — distribution parameters determined by the following relations (2)

= 2

a 2
+ »\/ﬁ

c¢— normalizing constant, N — the number of elements (elements in the network) in the matrix P. At the
same time, it was established that the statement about the distribution of eigenvalues has a circular distribution.
Moreover, the number of clusters is suggested to be chosen according to the following rule

r}’ ©

1
aN

kopt :#{21- |4 (P)—1| <

where the constant a depends on the intercluster connection in the matrix 4.

Process of technology testing

This information technology was used to conduct a statistical cluster study of the following areas of the web
space: the Polish segment of the web space (edu.pl), the Isracli segment (ac.il) and the Ukrainian (net.ua and edu.ua).
For each segment of the web space, the probability distribution of nodes according to incoming connections (in degree)
and the probability distribution of nodes according to degrees by outgoing connections (out degree) are constructed.
The average values of a node degree for undirected graphs were constructed and determined [13]. The graphs of the
investigated web space zones were built. The network clustering coefficients were calculated (Table 1). The data
indicate a large number of the nearest-neighbors cross-references [13].

Table 1.
Clustering coefficients for subnetworks
Name of zone edu.ua net.ua ac.il edu.pl
Clustering coefficient 0.11 0.13 0.104 0.088

We can see that for all networks the clustering coefficients are within the value of 0.1, which also indicates
similar statistical characteristics of all studied segments. It can be concluded from the research results that according
to their statistical characteristics the studied segments of the web space (net.ua; edu.ua — Ukrainian, ac.il — Israeli and
edu.pl - Polish) belong to scale-free networks. This fully corresponds to the modern trends in the development of the
Internet.

The study of the cluster structure of the obtained data sets began with determining the optimal number of
clusters using two described methods: the k-Core decomposition and a new spectral method developed by the authors
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[8]. Based on the Monte Carlo methods it was found that the new spectral algorithm is more accurate in estimating
the number of clusters. The networks under study were divided into clusters using the PIC algorithm.

Conclusion
The advantage of the developed information technology is that with its help one can work with large sets of
data collected on the Internet, study their structure and statistical characteristics, and perform the clustering process.
To implement the clustering process and find the optimal number of clusters and centroids a new algorithm is
suggested. The results of the algorithm indicate high accuracy in determining the optimal number of clusters.
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DESIGN AND SYNTHESIS OF TERNARY LOGIC ELEMENTS

The aim of this paper is creating some ternary elements. The threshold element of ternary logic on bipolar transistors and
elements of ternary systems based on it are considered. The main disadvantages of this approach are identified. The multi-threshold
element of multivalued logic and its specific four-threshold implementation are considered. The scientific nowelty is the using of a
multithreshold element of multivalued logic as a basis for constructing elements of ternary systems. It is shown that the advantages
of a multi-threshold element of multi-valued logic are a larger number of thresholds of input signals, a larger number of levels that it
can distinguish and a larger number of output signals. The implementation of some ternary elements, such as half-adder, disjunction
and strong conjunction, Is given. The practical significance of obtained results is that the multithreshold element of multivalued logic
allows us to use it for synthesis basic elements of ternary logic and use one approach for all of them. Additional practical advantage
[s that in practice it allows you to build more diverse logical and arithmetic devices with a simplified implementation. The
implementation of ternary devices based on threshold logic is a way to create ternary devices that can compete with binary devices
in terms of equipment, capacity, operational capabilities, and variety. This, in turn, leads to greater speed and simplification of the
structure of devices, as well as increasing the speed of data processing. These advantages are significant in such areas of computer
use as intelligent data processing systems, expert systems, decision theory, i.e., where data analysis is performed. Prospects for
further research are to use the method of construction and synthesis of nodes of ternary computer systems, based on MTEML. Their
optimization, and development of principles of mathematical modeling and software of such systems and their elements is expedient.

Keywords: ternary logic, threshold element of ternary logic, multi-threshold element of multi-valued logic, disjunction,
strong conjunction

JJAPUCA MAPTHUHOBUY, FOPIM TYHUYEHKO,
FOPI IITYT AMJIO, FOPI BEPKOB

OpnecphKuil HaLiOHANBHUI yHIBepcuTeT iMeHi 1.I.MednukoBa,

IMPOEKTYBAHHS TA CUHTE3 TPIMKOBUX JIOTTYHUX EJJEMEHTIB

MerToro poboT € CTBOPEHHS AETKUX TPIVIKOBUX EIEMEHTIB. B pOBOTI pO3I/ISHYTO NOPOroBmi €/1EMEHT TPIKOBOI /10riku Ha
GironIpHNX TPAH3UCTOPAX Ta E/IEMEHTH TPIVIKOBUX CUCTEM Ha MIOr0 OCHOBI, BU3HAYEHO OCHOBHI HEAO/TIKM TaKOro riaxody. Po3r/isHyTo
6aratornoporoBmii €/1EMEHT 6araTo3HayHoi JI0rikv Ta HOro KOHKPETHY YOTUPHIIOPOroBy pPeasizauito. HaykoBa HOBU3HA O/ISrae y
BUKOPUCTAHHI 6aratoroporoBoro e/1eMeHTa 6araTo3HaqyHoi /I0riku sk OCHOBYM A/151 OBy40BY ENIEMEHTIB TpivikoBux cuctem. [TokasaHo,
o riepeBaramy 6aratornoporoBoro €/1eMeHTa 6arato3HayvYHoI /10riku € GifibLIa KifIbKICTb OPOriB BXIAHUX CUrHasiB, GifibLia KiflbKICTb
DIBHIB, SKi BiH MOX€ PO3PI3HNTH, | GIfIbLUA KifIbKICTE BUXIAHUX CUIHANIB. HABEAEHO PEai3aLiito AESKUX TPIVIKOBUX €/IEMEHTIB, TaKUX
K HarniscymMaTop, AW3'IOHKUYIS Ta CWIbHA KOHIOHKUIA. [IpaKTUHYHE 3HAYEHHSI OTPUMAaHuX Pe3y/ibTaTtiB roasirae B TOMY, LJO
6aratornoporoBmii e/1EMEHT 6araTo3Ha4YHoOI /10riku JO3BOJISIE BUKOPHCTOBYBATHU MO0 4/15 CUHTE3Y Ba30BMX €/IEMEHTIB TDIMKOBOI /10riku
7@ BUKOPUCTOBYBATU OAMH MAXIA 415 BCIX HUX. [JOAaTKOBa NPakTUYHa NEPEBAra o/isirac B TOMy, WO HA NPaKTiLi e A03BOJISE
6yayBatv OifibLL PI3HOMAHITHI JIOMYHI Ta apU@METUYHI MPUCTPOI 3 CrIPOLYEHOIO PEasli3aLliero.

Peaiizauisi TpivikoBux rpucTpoiB Ha OCHOBI IOPOroBOI JIOMKN — e CrIOCi6 CTBODEHHS TDIVIKOBMX TPUCTPOIB, SKI MOXYTb
KOHKYpyBat 3 [BIVIKOBUMU TIPUCTPOSMU 33 KiSIbKICTIO O67IaAHAHHS], TTOTYXKHICTIO, EKCITYaTaLiiHIMU  MOXJ/IMBOCTAMU  Ta
PIBHOMAHITHICTIO. L{e, B CBOKO Yepry, npmu3BoanTL A0 GifIbLUIOI LWBUAKOCTI T@ CrIPOLYEHHS CTPYKTYPH MPUCTPOIB, a TaKoX 30/IbLUEHHS
LIBUAKOCTI 06po6Ku AarmX. Li nepesary € 3Hadyywmmm B Takux chepax BUKOPUCTAaHHS KOMITIOTEPIB, SK IHTEIEKTYa/IbHI cucTemm
0BPO6KU AaHuX, eKCrIEPTHI CUCTEMH, TEOPIS MMPMUHSTTS PIllEHb, TOOTO A€ NIPOBOANTECH aHa/li3 Jammx. [1epcrieKTuBamu rno[asbLLINX
JOTTIDKEHD € BUKOPHUCTAHHS METOZY 1OBYA0BU Ta CUHTE3Y BY3/1iB MOTPIVIHUX KOMITIOTEPHUX CUCTEM Ha OCHOBI MTEML. JlouinbHOK €
iX orrTumizavis, po3pobka rPUHLUNITIB MAaTEMAaTUYHOIrO MOAE/IOBAHHS Ta POrPaMHOIro 3a0€3MEYEHHS TaKUX CUCTEM Ta iX €/IEMEHTIB.

Kito40Bi crioBa. TpiVikoBa J10rika, roporoBmi e/1EMEHT TPIMKOBOI J10rikv, 6aratoroporoBmi €/1EMEHT 6arato3HayHoi JI0riky,
N3 HOHKLIIS, CHITbHA KOH TOHKLIS.

Introduction

Ternary logic for computers, introduces its units of information: trit and trite (like binary bit and byte). Trit
(approximately 1,585 bits) is a ternary digit in the ternary number system. Trite is the minimum ternary word addressed
in the memory of a ternary computer. Often, one trite is equal to six trits.

In digital electronics, the "bit" is implemented by the minimum logical element of a binary computer - a
binary trigger. Trit is implemented by a ternary trigger, which can simultaneously operate with three values at once,
instead of two as in the binary trigger. One trite can encode 729 values at 6 trits, against 256 one byte at 8§ bits. It takes
values from the range of -364 to 364, in contrast to the byte range 0 - 255. This allows you to process much more
information in one CPU clock [1].

The practical feasibility of ternary technology is not yet clear. The ternary technique is equivalent to the
binary technique in the sense that everything feasible in one of them, with one or another approximation can be done
in another. It is also clear that ternary elements must be more complex and expensive than binary, and ternary logic is
clearly more complex than binary. But, on the other hand, and more diverse, ternary memory is more powerful, and
the operational capabilities of ternary valves are richer.
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Data processing in the conditions of ternary technology should be carried out at the same physical speed of
the elements faster, and the structure of the ternary device, as a rule, is simpler than the structure of a functionally
equivalent binary device. In other words, the ternary technique is characterized in comparison with the binary
complication of the elements, which makes it possible to simplify the structures created from them, reduce the number
of communication lines, and increase the speed of data processing.

Thus, it is obvious that ternary technology and systems based on it are more efficient and convenient than
binary in intelligent systems, in expert systems, in decision making theory.

Related works

To date, the element base of ternary systems, as well as the ternary systems themselves, is at the stage of its
development. Various solutions and methods for constructing ternary elements are proposed [2]. There are different
approaches and principles of their construction [3]. Consider some of them.

Threshold element on bipolar transistors

The implementation of a ternary logic element on bipolar complementary unsaturated transistors - a threshold
element of ternary logic (TETL) is known [4]. The element is implemented based on a binary ECL-element, the circuit
of which is supplemented by its replica on complementary transistors. TETL consists of a block of emitter repeaters
(BER) and connected to its outputs m blocks of current switches (CS.1... CS.m). BER is implemented on two
repeaters, respectively on n-p-n and p-n-p transistors. The first repeater is connected between the common bus and the
power bus "-E", the second - between the power bus "+ E" and the common bus. Each CS unit contains 2 current
switches. Fixed currents If are formed by two current sources connected in accordance with the power buses "+ E"
and "-E".

The disadvantage of TETL is that a small number of thresholds is determined, because of which the levels
"++" ="0+" and "- -" ="0-" do not differ.

However, the circuit and structural solutions used in them and tested in practice can find application in
modern digital technology.

Devices based on TETL

Some devices of ternary logic are realized on the basis of TETL, such as the former of three-digit constants,
ternary repeater, non-cyclic inverter, the scheme "OR".

The device for forming constants (FC) has 2 outputs: +1 and -1 [5,7]. At any input ternary value, the outputs
are constantly exposed to +1 and -1 (discrete currents of a fixed value + If and -If). The purpose of FC is to set a
constant triple value at the right points of the scheme: +1 and -1. In this way, the desired point of the device is tied to
a given logical value.

The two-input circuit "OR" has two outputs - direct and inverse.

Let's consider in detail a ternary half-adder, which was implemented on the threshold elements. The
corresponding truth table is presented in table 1.
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Fig. 1: Triple half-adder on the basis of TETL
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This circuit contains five identical elements with one block of current switches (m = 1): E5.1, E5.2, E5.3,
E5.4, E5.5 and two identical elements with two blocks of current switches (m = 2): E5.3, E5.4 as it's shown on Fig.
1. Elements E5.1 and E5.2 divide the ternary variables A and B into their two-digit components. Element E5.5 is used
as a constant shaper.

For the final formation of the SUM signal, a double inverted TRANSFER signal is fed to the SUM bus, which
is formed by combining the signals of the same name + L and —L from the outputs of elements E5.3 and E5.4. For
doubling (formation of signals + 2If and -2If) in elements E5.3 and E5.4 use two current switches and two sets of
outputs (m = 2).

Table 1
Truth table for ternary half-adder
Ne a b S C
1 - - + -
2 - 0 - 0
3 - + 0 0
4 0 - - 0
5 0 0 0 0
6 0 + + 0
7 + - + 0
8 + 0 0 0
9 + + - +

a, b - input signals, S - the sum of the input signals, C - overflow, positive for two positive input signals, and
negative - for two negative input signals.
Also, a node of ternary circuitry (Fig. 2), consisting of 3 PETL was built on the basis of TETL [5].
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Fig. 2: Node of ternary circuitry
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Another device built on the basis of TETL is a triple reversing shift register.

The nodes of this element consist of a TETL and for them everything related to the TETL is valid: the inputs
algebraically sum up the triple values; nodes can have more than one group of outputs [6].

Triple Reverse Offset Register operates with data presented in a ternary code with numbers +1, 0 and -1, and
implements the following functions:

. storage of k-bit ternary values;

. parallel writing and reading;

. consecutive writing and reading;

. shift right and left by a specified number of digits.

Considering the devices built on the basis of TETL, we can conclude that all these elements do not allow the
full implementation of ternary logic, do not have a common approach to its implementation, and complicate the
implementation of ternary devices and their structure. Therefore, the issue of developing a standard approach and
methods for the synthesis of ternary elements is quite relevant.

Proposed technique

Multithreshold element of multivalued logic

To solve this problem, let’s consider a multi-threshold element of multivalued logic [8] as a basic element
for constructing elements of multivalued systems, including ternary. Its block diagram is shown in Fig. 3.

Consider in detail its structure and principle of operation. Block 1 is a block of threshold formation (BTF),
2.1... 2.n - emitter repeaters, 3.1 ... 3.m - current switches. The input of the threshold formation unit receives k discrete
current signals Ij from the previous elements. They can take one of the typical values (for example, for the binary
logic of such values will be two: [j = +1, [j = 0; for a ternary symmetric system of such values will be three: [j = +1,
[=0,Lj=-1).

k =k + ki + ko,
where k+| — the number of signals whose current values +1,

k.1 — the number of signals whose current values -1,
ko — the number of signals whose current values 0.

- =

I |
-

* m.1
n Im

ml

Fig. 3: Block diagram of MTEML

BTF forms n thresholds in one turn. Its outputs are fed to the inputs of emitter repeaters (ER) 2.1... 2.n.
Active ER generate signals on the connected current switches (CS) 3.1... 3.m.

Features of the structure of MTEML.: the element does not operate with potential, but with current values of
signals, so the outputs of MTEML can be combined in any number, but the signal can be applied only to the input of
one element; ability to form any number of thresholds that MTEML can distinguish.

The number of BTF thresholds depends on the number of levels of the input variable that the MTEML is able
to distinguish and, accordingly, the bit size of the variable or the complexity of the operations that can be performed.
In order to form the logic of the operation of this element, you need to combine the outputs of the CS in the required
combination.

Four-threshold implementation of MTEML

Consider an example of the implementation of MTEML for a ternary symmetric system - its four-threshold
version [9], the block diagram of which is shown in Fig. 4.
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Fig. 4: Block diagram of the four-threshold MTEML

The values of voltages generated at the outputs of the ER and respectively fed to the inputs of current switches
are given in table. 2. In this table "1" is an active signal (affects the CS), "0" is an inactive signal (does not affect the
CS) at the output of the corresponding ER.

Table 2
Voltages generated at the output of emitter repeater blocks
The sum of the input ER1 ER2 ER3 ER4
currents (terlev) (+ U6,) (- Uy (+ Ub)) (- Udy)
— 1 0 1 0
— 0 0 1 0
0 0 0 0 0
+ 0 0 0 1
++ 0 1 0 1

If the signal at the input of the CS is active, the output L of the corresponding CS current is generated,
otherwise - the current is generated at the output R. CS together have 8 outputs, a combination of which can form the
necessary logical or arithmetic functions [10].

The values of the output signals of the CS depending on the input currents are described by the terlev function,
given in table 3.

Table 3
The values of the outputs (output currents) of the current switches CS1 — CS4
The sum of the Output signals of current switches
input currents CS1 CS2 CS3 CS4
terlev +R2 +L2 —R2 -L2 +R1 +L1 —R1 -L1
—— 0 + - 0 0 + - 0
- + 0 — 0 0 + 0
0 + 0 - 0 + 0 - 0
+ + 0 — 0 + 0 0 -
++ + 0 0 - + 0 0 —

The implementation of MTEML for ternary symmetric logic, in comparison with TETL, has several
advantages: 4 thresholds of input signals (in TETL - 2), distinguishes 5 levels (in TETL - 3), has 8 output signals (in
TETL - 4). All this together allows you to build more diverse logical and arithmetic devices with a simplified
implementation.

Experiments
Elements of ternary systems based on a multi-threshold element of multivalued logic
Triple half-adder
Based on MTEML the ternary half-adder was constructed [11] which structural scheme is shown in fig. 5.
The input of the BFT 1 receives two ternary variables a and b. BFT forms four symmetrical thresholds. The
outputs of the BFT are fed to the emitter repeaters ER1 - ER4, at the output of which voltages are formed, depending
on the input function terlev, which are given in table 2.
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Fig. 5: Block diagram of a ternary half-adder based on MTEML

The table 4 shows the values of the outputs of the CS depending on the function terlev. This function
illustrates the transformations performed by a multi-threshold element of multivalued logic, based on which a ternary
half-adder is constructed [12].

Using table 4, it is possible to construct operations of addition on the module 3 - S and transfer - C (table 5).

Table 4
The values of the outputs (output currents) of the current switches CS1 - CS6
The sum of the Output signals of current switches
input currents CS1,CS2 CS3, CS4 CS5 CSé6
terlev +R; +L, -R, L, +Ry +L, -Ry L
— 0 + - 0 0 + - 0
- + 0 - 0 0 + - 0
0 + 0 - 0 + 0 - 0
+ + 0 - 0 + 0 0 -
++ + 0 0 — + 0 0 —

From the table 4 it follows that :

S = 2(+L,(ab),—L,(ab)) + (+R;(ab), —R;(ab))
C = (+R;,(ab), —R,(ab))

The constructed ternary half-adder contains fewer elements and has a simplified circuit design solution, due
to the fact that it is built on the basis of MTEML.

Table 5
Truth table of ternary half-adder
b | terlev [ S 2(+L,(ab), —L,(ab)) +R,(ab), —R,(ab) C +R,(ab), —R,(ab)
— | - — + ++ — — —
- lo - - 0 - 0 0
¥ 0 0 0 0 0 0
0| - - - 0 - 0 0
0[]0 0 0 0 0 0 0
0| + + + 0 + 0 0
+ | - 0 0 0 0 0 0
+10 + + 0 + 0 0
+ | + ++ — —— + + +

In order to demonstrate this, it is necessary to bring the TETL-based half-adder to a form similar to the
constructed ternary half-adder (Fig. 6).

The naked eye can see from the diagram that the structure of the half-adder based on the TETL is much more
complex. The number of elements in it is much larger. As well as many unused outputs.
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The structure of the ternary half-adder on the basis of TETL consists of six threshold elements of ternary
logic, which in turn contain a block of threshold formation, emitter repeaters and current switches. In total we receive
38 elements.

The proposed ternary half-adder is built on the basis of only one multi-threshold element of multi-valued
logic, which allows the use of only 11 elements. That is, the proposed scheme contains more than 3 times less logical
elements.

Disjunction and strong conjunction

On the basis of MTEML the structures of elements of realization of some ternary functions, namely -
disjunctions and strong conjunctions were constructed.

A two-threshold MTEML is sufficient to construct a disjunction, while a four-threshold MTEML is required
to construct strong conjunctions.

The values of the outputs (truth tables) of these functions are given in table 6 and table 7, and block diagrams
in Fig. 7 and fig. 8§ respectively.

The tables show which current switchers outputs need to be combined in block diagrams to obtain disjunction
and strong conjunction functions.
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Fig. 6: The structure of the ternary half-adder on the basis of TETL, reduced to a form similar to the half-adder built on the basis of
MTEML
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Table 6
Table for constructing a ternary disjunction
b terlev aVvb +R;(ab) —R;(ab)
_ _ _ 0 _
_ 0 _ _ 0 _
_ + 0 0 + _
0 - - - 0 -
0 0 0 0 + —
0 + + + + 0
+ - 0 0 + -
+ 0 + + + 0
+ + ++ + + 0
Table 6 shows us, that to obtain the disjunction aVb it is necessary to combine the outputs +R; Ta -Ri,, ie
we can write:
avb = +R;(ab); —R;(ab), or reduced: avb = +R;; —R;
. R
+Us
Elll cm | L
a || avb
=
B®Il
b .
—Us A
E2 cm | L
Fig. 7: Ternary disjunction
Table 7
Strong conjunction table
b terlev a&; b —R,(ab) +R;(ab) —R;(ab) +L,(ab)
_ _ __ _ _ 0 _ +
- 0 - - - 0 - ¥
_ + 0 - — + - 0
0 - - - - 0 - +
0 0 0 - - + - 0
0 + + 0 - + 0 0
+ - 0 - + = 0
+ 0 + 0 - + 0 0
+ + ++ + 0 + 0 0
To obtain a strong conjunction a&b it is necessary to combine the outputs -R», +R;, -Rj, +L, i.e. we can
write
a&b = _Rz; +R1; _Rl; +L1
In this case, we see that the signal -R2 is used to obtain a strong conjunction, which is fundamentally absent
in the TETL.
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Fig. 8: Block diagram of a strong conjunction
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Conclusions

Thus, the threshold element of ternary logic on bipolar unsaturated transistors and such elements of ternary
systems based on it as the shaper of three-digit constants, ternary repeater, non-cyclic inverter, "OR" circuit are
considered. All these elements do not allow to fully implement ternary logic, do not have a general approach to its
implementation, and have a complex structure, which complicates the implementation of ternary devices. The multi-
threshold element of multivalued logic and its specific four-threshold implementation allows to obtain ternary
elements of relatively simple structure with a more generalized approach to their implementation. The use of a
multithreshold element of multivalued logic as a basis for the construction of elements of ternary systems is proposed,
the advantages of its use are determined. The realization of half-adder, disjunction and strong conjunction is given.

The implementation of ternary devices based on threshold logic is a way to create ternary devices that can
compete with binary devices in terms of equipment, capacity, operational capabilities, and variety. This, in turn, leads
to greater speed and simplification of the structure of devices, as well as increasing the speed of data processing.
These advantages are significant in such areas of computer use as intelligent data processing systems, expert systems,
decision theory, i.e., where data analysis is performed.
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WEB-BASED SYSTEM of DECISION SUPPORT FOR CALCULATING COMBAT AND
NON-COMBAT LOSSES DURING MILITARY CAMPAIGNS IN THE MIDDLE AGES

The project is devoted to calculating the number of losses of medieval armies using artificial intelligence methods. Several
possible calculation methods have been considered, and historical sources have been analyzed. The analysis of factors that affected
combat and non-combat losses and the analysis of scientific and popular science literature have been carried out, and the methods
proposed by specialists have been translated into the language of formulas. The process of building neural networks, selecting their
architecture, searching and synthesizing data for training samples have been considered, and the process of training and verifying
the obtained data have been considered. Two models of neural networks and an information model in the form of UML diagrams of
the future web application have been developed. Diagrams of use cases, classes, and components for each element of the web system
have been described. The models have been implemented using the modern Django framework. A full-fledged web application with
microblogging has been developed and tested. The conclusions have been drawn about the efficiency and scalability of the developed
system, and the functionality of the system has been demonstrated using a real historical example.

The project has developed the models of an information system for analyzing the number of troops and calculating military
losses of the remote past. Mathematical models have been described, historical sources have been analyzed, and detailed models of
the application have been created using the UML modeling language, which allows you to understand its interface in detail at the
modeling stage.

Based on the data obtained in the analysis of historical literature, the neural network architectures have been developed to
determine non-combat losses in the medieval army and determine combat losses based on the data on the number of each branch’s
soldiers of the armed forces who were involved during the battle.

Web applications for calculating combat and non-combat losses have been developed, interface design and mini-block for
publishing system News have been developed either. The non-combat losses suffered by the Mongol army in the first month of the
Western campaign (1236) have been calculated as the example.

Keywords: medieval military history, calculating the number of troops, Perceptron, modeling, Python, Django.

OJIEKCAH/IP MEJIbHUKOB, AH/IPII KATIEJIELLIYK

JlonOacbka epkaBHa MAIIMHOOY IiBHA aKageMist

WEB-CUCTEMA NIATPUMKH NPUWHATTSA PIIIEHD IS MIIPAXYHKY
BOUOBUX TA HE BOMOBHUX BTPAT III/{l YAC BOEHHUX ITIOXOIIB Y
CEPEJIHbOBIYYS

Pob0Ta NpHCBAYEHE PO3PAXYHKY YHCEbHOCTI BTPAT CEPEAHBOBIYHMIX aPMIVI 3@ AOMOMOror METOLIB LUTYYHOIO IHTE/IEKTY.
PO3I7ISIHYTO AEKI/IbKa MOX/MBUX METOLIB MIAPAaXYHKY, POaHa/l30BaHO [CTOpuYHI mkepena. [poBegeHo aHaniz @axkTopis, LYo
Bri/mBam Ha 60UMoBI Ta He 6OHOBI BTpaTH, aHasii3 HayKoBOI' Ta HayKOBO-IIOMy/ISPHOI JIITEPATYPU Ta NEPEKSIAAEHO 3aITPOITOHOBAaHI
creyianicramm MeTogn Ha MoBy opMysl. PO3ITISHYTO MPOLIEC O6YA0BU HEVDOHHUX MEDEX, MABOPY ix apXiTeKTypy, MolyKy Ta
CUHTE3Y AAHNX [J18 HaB4a/IbHNX BUOIPOK, PO3ITISIHYTO MPOLEC HABYaHHS Ta MEPEBIPKN OTPUMAHNUX AaHUX. Po3pob/eHo ABi Moaesi
HEVIPOHHUX MEDEX Ta iH@opMaLiviHa mogens y surnisal UML-giarpam MavibyTHbOro Be6-404aTKy. OnMMcaHo Aiarpamu BapiaHTis
BUKOPUCTAHHS], K/IACiB Ta KOMIIOHEHTIB [U151 KOXKHOIMO €/1EMEHTY web-cuctemn. BUKOHaHO peasizauito Mogesesi 3a [OMoMOrow
cy4acHoro @pevimBopky Django. Po3pob/ieHo Ta OfpoTecToBaHo MOBHOLIHHMI web-404aTok 3 Mikpob/ioroM. 3p06/IEHO BUCHOBKU
LJOA0 €DEKTUBHOCTI Ta MOXX/IMBOCTI MaCLLTabyBaHHs PO3pPOBJIEHOI CUCTEMMU, MPOLEMOHCTPOBAHO QYHKLIOHAT CUCTEMYU HA PEASTEHOMY
[CTOPUYHOMY NPUKIIEAI.

Y pamkax rpoexTy po3pobreHo MOAE/ IHPOPMALIIVIHOI cUCTEMU 471 aHATZY YUCE/IbHOCTI Ta MiGPaxyHKY BIICbKOBMX BTPaT
A8/1EK0ro MuHyJs1oro. OrnMcaHo MateMaTtuydHi MOAET, NpPOoaHa/li30BaHo ICTOPUYHI )KEPE/a Ta CTBOPEHO AETa/IbHI MOAE/ AOAATKY 3a
JOroMOror MoBy MoAeoBaHHs UML, 1o JO3BOSISE AETA/IbHO 3PO3YMITH HOro IHTEDPEVIC Ha eTari MOAEIOBAHHS.

Ha OCHOBI faHux, OTPUMAaHNX 1 Yac aHasizy ICTOPUYHOI JIITEPATYDH, PO3POBTIEHO apPXITEKTYPH HEUPOHHOI MEPEXI 4151
BUIHAYEHHS HEOOVIOBUX BTPAT CEPEAHLOBIYHOI apMii Ta BU3HAYEHHS GOHOBUX BTPAT Ha OCHOBI AGHUX PO Ki/IbKICTb COMAATIB KOXHOMO
3 BUAIB 36pOKHNX Cns1, SKT Bysin 3arvbJii. 6pas y4acTs 14 Yac 60r.

P03po6/ieHo BE6-A0A3TKM 4715 PO3PaxyHKy 60HOBUX | HEGOKMOBUX BTPAT, PO3POOSIEHO AN3aViH HTEPQEVICY Ta MIHI-6/10K 471
ny6sikauii cucremu HoBurm. s npuknagy nigpaxoBaHo HEOOMOBI BTPaTH MOHIO/IbCLKOI apMii B NEPLLMY MICSLb 3aXiIHOMO oxXo4y
(1236 p.).

Kimto40Bi c/10Ba. ceEpesHbOBIYHa BIYICEKOBA ICTOPIS, PO3PaxyHOK YUCE/IbHOCTI BIChK, MEPCENTPOH, MOAEOBAHHS, Python,
Dgango.

Introduction
War is a phenomenon that accompanies humanity in all historical time, so the question of the number of
troops and military losses was also raised by Herodotus. Unfortunately, there is currently no single system for
calculating combat losses, and even losses in fairly modern conflicts are mostly estimated approximately, and during
the constant wars of the Middle Ages, there was simply no one to calculate the military losses. It should be noted that
by the end of the XIX century, up to 70% of losses fell on the so-called non-combat losses (death from diseases,
injuries, cold, etc.).
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When it comes to estimating losses, first you need to estimate the size of armies, because the number of
troops directly affects losses, but the number of armies directly depends on losses. During the three centuries of the
development of modern historical science, historians have developed several approaches to estimating the size of the
medieval army:

The first and oldest approach was to directly reading historical sources and trusting them. But in the
chronicles, either there is no information about the number of troops at all, or their number was determined in an
unknown way (it is not clear who counted the soldiers, considering that the chronicles, as a rule, were created several
decades after the events described in them). The Chronicles rather show the chronicler's attitude to certain events: for
example, in the European medieval chronicles, there were always thousands of times more dead pagans than
Christians, and it may seem that the Invincible Knight's army came out of the battle without any losses, but this is not
like that.

The second approach is based on calculating the number of troops by determining the number of soldiers in
one combat unit, and then determining the number of these combat units. Many historians use this method, but it does
not take into account the division into combat and non-combat losses and assumes that each "thousand" has a thousand
soldiers, and not less or more soldiers. But even in any modern army, there is no fully equipped military unit (even in
those that do not fight), not to mention the colossal non-combat losses during the marches.

Another approach involves calculating the number of troops, which is based on the total number of
inhabitants of the country and on the size of the enemy army (of course, no one takes more troops than it is necessary).
Based on the archaeological data (the area of cities, the number of towns, etc.), knowing the amount of financial
resources needed for the birth of one warrior (especially it is typical for the Knight armies), you can calculate the
mobilization reserve of the country, and relying on it you can calculate the number of troops that a particular country
could send for perform combat tasks. An important role in assessing the mobilization reserve is played by the type of
army that the country used. Nowadays, the mobilization reserve is almost all males of military age, and some military
affairs can be taught for a few months. The model of the knight's army assumes the presence of a professional army
only (chivalrous military affairs were studied for years), and the Knight's equipment required very large financial
costs.

The calculated number of troops can be checked by using additional calculations of the amount of food for
feeding the army, the length of the wagon train, and other factors, checking the calculated values for adequacy. For
example, for each mounted warrior at different times there were two or three horses, and horses or oxen were also
needed to transport wagons. According to the standards, with an average load, a medium-sized horse needs 13 feed
units, that is 8 kg of high-quality hay. To maintain the mobility of the army, it is necessary to keep a reserve for several
days with you, especially during winter hikes, when it is not possible to graze animals. It should be noted that during
the summer period, there was also no great opportunity for grazing animals during crossings, because the grazing
process takes a long time, but during military campaigns, the main task was to walk as much distance as possible in a
day [1]. No more than 70 kg of hay can be loaded on one cart, wood can no longer withstand, and one cart with a
horse occupies at least 10 meters on the march, a horse-drawn guesser occupies at least 6 meters. Knowing this, it is
not difficult to calculate the lengths of columns, the movement of which had to be controlled without any means of
communication.

The main reasons for the extremely large non-combat losses in the XIX century were: epidemics, lack of
medicine, lack of field medicine, lack of a centralized food supply system (each unit supplied its own food, feeding
on the site), lack of any living conditions (soldiers slept on the ground, tents were not existed). On the other side,
people in the XIII century could be physically stronger and more adapted to severe weather conditions (which is
confirmed by some sources) than people of the XIX century, but somehow it is impossible to measure the average
strength and compare it with previous measurements, this is a rather subjective parameter. To predict non-combat
losses, you can trace the main parameters that determine human health: air temperature, precipitation, and so on. Also,
some data on the diseases or nutrition of people of that time can be given to us by the archaeological sources or
miniatures of that time.

Air temperature is one of the most important factors, knowing which, you can calculate the number of deaths
from seasonal infections, pneumonia, dehydration or frostbite. To calculate this parameter, you need to know in which
climatic zone events occurred, at what time of the year and approximate years (it is known that in 1200-1300 in Europe
it was much warmer than in the XX century [2]). Another equally important parameter is the terrain through which
the army passes, the probability of being injured on the march or becoming a victim of poisonous or predatory animals
depends on the terrain.

In the complex "time of the year-terrain-climate zone" you can describe most of the phenomena that lead to
non-combat losses, but for a more accurate calculation, you also need to take into account the number of days in the
campaign, since most viruses have an incubation period, which means that in the first weeks of the campaign, the
intensity of this type of disease is lower.

On fig. 1 it is possible to notice the existence of some dependence of non-combat losses on the year, so we
can assume the existence of a dependence on the weather conditions. (Jumps in the yellow and blue lines are caused
by the plague epidemic in 1710-1711 [3, p. 58-59] — this suggests that large epidemics should be considered
separately).
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Fig. 1. Indicators of non-combat losses in various units of the Russian Empire from 1705 to 1711 [3]

Analysis of existing solutions
In 1916, the mathematician F. W. Lanchester developed a system consisted of two differential equations (1) and
served to count the victims of wars:

dx
—=axtbxytcytd
dr y Ty (1)

%:ey+‘ﬁ/x+gx+h

where:

a and e — speed of non-combat losses;

b and f— rate of losses due to impact on area targets;

c and g — losses from enemy actions on the front line;

d and h — incoming or outgoing reserves [6].

But this model is more adapted to the war of the late XIX - early XX century than for the wars of the Middle
Ages, because such parameters as b and f are absent during medieval clashes, and primitive non-firearm artillery was
used mainly for storming and breaking through the defenses of fortresses, rather than for destroying enemy manpower
in an open field, for medieval battles the linear model of Osipov-Lanchester is more suitable.

Another approach to modeling considers combat in the form of a computer game with different levels of
detailing, depending on the power of the computer (both an entire regiment and one warrior can be taken per unit,
depending on the available computing resources). Most variants of such generalized models do not take into account
the peculiarities of climate and terrain [7]. Some of the game projects of the Wargaming studio can be used to simulate
the fighting of the XX century, due to the fact that they take into account many real physical indicators, modeling
medieval battles with the help of games can provide some new information about the events. However, such modeling
is very time-consuming, and most of the provided information will be superfluous in the task of simply counting
warriors and losses.

Modeling
Let's create a mathematical model for calculating of non-combat losses. We have the following initial data:
tave — average monthly temperature;
T — deviation from the climatic optimum;
d — number of days on the hike;
k¢ — terrain difficulty factor;
kol — number of warriors participating in the campaign;
os — average monthly precipitation.
a — non-combat losses per day.
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The number of deaths from diseases can be calculated using formulas 3 and 4.

t=t, +T @)
constl,att <5
c; =1jconstZ, at5<t< 15 3)
const3, att > 15
d = consv +c, 4)

Constants are the number of deaths as a percentage, determined by selection, based on the data from the wars
of the XIX century. Constants 1-3 correspond to various climatic diseases (seasonal flu, hypothermia, cold,
pneumonia, etc.), but constant v is responsible for diseases that do not depend on the season of the year.

Due to the fact that in most regions of Europe the amount of precipitation is quite small in summer, the
coefficient is the lowest in summer, and in the winter months a good layer of snow, on the one hand, makes it difficult
to move, on the other hand — places like swamps become less dangerous. The most dangerous months are March,
April, October and November, when there is quite a lot of cold precipitation and the air temperature decreases. You
can see that the "danger" increases in proportion to how much the air temperature decreases, and the amount of
precipitation increases. For the winter months, the" danger " should be reduced. Let's write all mentioned above as
Formula (5):

1 .
p=;*os—zzle %)

where zile — the coefficient of cold winters and hot climate — it takes the value 0 at a comfortable plus
temperature; at subzero or extremely plus temperatures — the value greater than 0.
Total non-combat losses per day:

kol
hhadd 6
(era’)100 (6)

a

Formula (6) does not take into account large epidemics, but it takes into account the usual set of viral and
bacterial diseases. To calculate epidemics, we should add the percentage of deaths during the epidemic to the numbers
pandd.

There is only the one uncertainty left in our model, namely the value of all our constants. They must be
determined separately, calculating the result each time. Therefore, it is appropriate to use a direct propagation neural
network — a perceptron.

At the perceptron inputs, we provide the following parameters: average temperature per month, average
precipitation per month, terrain number, and the number of days on a hike. So on the first layer, we have got 4 neurons.
We have 6 constants, the values of which need to be selected, so on the second layer we place 6 neurons, on the third
layer — one output neuron, which gives out the percentage of non-combat losses per day. The neural network model
is shown in fig. 2. Perceptron gives out the percentage of deaths per day.

, 0.074
-
» 0.851
0.182
0.4086
= 0.001

Fig. 2. Neural network model in the NeuroNet environment
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But we take the average daily temperature and precipitation from fairly unverified sources (it is impossible
to find out the amount of precipitation in the Middle Ages), so we propose a different neural network model that takes
into account only the type of terrain, the time of the year, and the number of days in the hike (Fig. 3). Instead of
temperature and precipitation data, we add two inner layers (which emulate temperature and precipitation) with 12
neurons, according to the number of months in the year.
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.450
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Fig. 3. Neural network model in the NeuroNet environment

To create test models, the training data was created in such a way that it was very similar to real ones (the
real temperature and precipitation indicators were used). The goal of this stage is to determine the very possibility of
such calculations and choose the architecture of the neural network. To submit the data to the network, they are
normalized in the range from O to 10.

At the stage of final training, the static data on non-combat losses of the XVIII-XIX centuries is used to
clarify the weighting coefficients.

Next, we calculate the number of losses during combat operations. In the Middle Ages, there were two types
of such actions: military clashes and siege fortresses. To calculate the former, it is possible to apply the linear Osipov —
Lanchester’s law [6]:

A()_Az:E(BU_Bl) (7)

where:

Ay primary number of units of side 4;

A;— the number of troops remaining in army A4 at the time of T}

By— primary number of units of Side B;

B,— number of troops remaining in army B at the time of 7;

E — weapon quality ('E'xchange Rate) = (striking ability of side B's weapon) + (striking ability of side A's
weapon), (striking strength) = (weapon Quality Factor) * (number of units) [4].

However, such a model cannot work in the case of sedimentary military operations or when different branches
of the armed forces collide, since it provides for the principle "one soldier kills one other soldier". To calculate the
losses in the "heavy horse cavalry — light infantry" collision, the losses among the infantry are significantly higher
than among the cavalry, and it is almost impossible to calculate the losses during the storming of fortresses, since
there are several options for storming the fortress to die. Namely, the death of soldiers in clashes at the walls of the
fortress, the death from starvation in a fortress that is under siege, the death during the storming of the fortress, and so
on.
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Fig. 4. Neural network model, in the NeuroNet environment

Because of this, it is proposed a less accurate, but a more flexible model for approximate counting of victims
of those collisions, the number of victims of which, even approximately, was impossible to estimate using classical
methods. Knowing which forces participated in a combat collision, you can calculate approximate combat losses based
on the data on losses in similar collisions. Thus, after analyzing a large number of battles, you can deduce some
patterns. For such purposes, a direct distribution neural network can be better suited. To clarify the number of inputs,
we list all branches of the armed forces: heavy cavalry, light cavalry, infantry, archers, non-professional soldiers
(people's rebels, militias, etc.). The result of the battle will be submitted for one more input (1 — the first army won, -
1 — the second army won, 0 — the battle ended without any significant results on both sides). Thus, the network has 11
inputs and 2 outputs, and another hidden layer of 11 neurons is also needed (Fig. 4). To train the network, a small
training sample was created from the real data taken from open sources. At the outputs, we get the number of losses
for each of the conflict sides.

Let's estimate the size of the medieval army. The main criteria by which you can assess the correctness of the
assumption for the probable number of troops are:

- column length on the march (S);

- length of the wagon train (Swagon);

- main column length (Scotymn).

S = Swagon + Scolumn (8)
As noted earlier, for normal movement on the march, a horse and a rider needed 6 meters, then (as a rule, the
number of rows is taken no more than 2, because the roads in the Middle Ages were quite narrow):

kol-6

)

Scolumn =

where:
r — number of rows during the transition.
To feed the army per day, you will need m; ton of food (based on the calculation that one adult man needs 1
kg of food per day):
kol +Y kol i, v, p,

1 (10)
1000

m
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where:

i — the number of horses of breed j;

v — the weight of hay that one horse of breed j needs;

p — the percentage of breed j horses in the army.

Thus, knowing the required mass of forage, you can calculate the length of the train using the following
formula:

__ mq—a -kol+m,
SSwagon = 007 -8 (11)

where:

m; — other non-food cargo: siege vehicles, trebuchets, wounded, prisoners, engineering troops.

a — the average weight of the load that is on the horse with the rider.

In this way, you can calculate the length of the column on the march, as well as the time it takes for the
rider to travel from the head of the column to the end or vice versa. If the rider cannot cover this distance in a day,
the column can be considered unmanageable, that is, it could not exist in reality.

Creating a Web-system

Based on the proposed mathematical models, a WEB system was developed with applications for calculating
combat and non-combat losses. The system provides several use cases, namely (Fig. 5):

— calculation of non-combat losses;

— calculation of combat losses;

— total loss calculation;

— checking the number of troops.

Calculating non-combat losses and checking the number involves launching the first browser application,
while the task of calculating combat losses is to launch the second browser application. The task of calculating total
military losses involves running both applications.

Calculation of
non-combat
losses

Information
output

h 4

Actor

Calculation
of combat
losses

Y

Checking the
number of
troops

Information
output

Total loss

calculation

Fig. 5. Diagram of Information System use cases
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Fig. 6. Component diagram — Django file and folder structure

The Django framework was chosen as the basis for developing the application, Python was chosen for writing
browser logic, and the Brython library was chosen as the translator. In the file urls.py the binding URL is located, i.e.
they connect the link URL and the function that is called out when requesting this link. The functions themselves are
located in the file views.py, they already access HTML templates which are stored in the folder settings.py (Fig. 6).

A

]
Actor

schot/scot2.himl

[

script/python

Y

brython js

def.py

browser py

numpy.py nero.py

Fig. 7. Component diagram — structure of a browser application for calculating non-combat losses
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The code embedded in the HTML file accesses the browser library and also calls out functions from files
def.py, where the basic logic of the application is stored, and file nero.py, where the neural network will be located.
The Brython file.js is a translator of Python code to JS, browser.py files and numpy.py are Python libraries for
managing page elements and for mathematical calculations that will be needed when creating a neural network (Fig.

8, Fig. 9).
i urls, py vies.py hinl def py nero.py
i | | | | |
.' dispatch . H i i i i
i H dispatch 5 i i i i
| | g | | |
! i i i i
| | | | |
E i dispatch __i i i
i i i g dispatch i dispatch __i
| | | i H
E E E retum {———--Eﬁt-l'l-"l ------
e mmmmmmemmmmmmennnas - e SN A T
i i

Fig. 8. Sequence diagram, non-combat loss counting process

A special feature of the Brython translator is that all files with code are connected not to each other, but to
the main HTML file. Libraries that are embedded in the translator are connected in the usual way, but the modules

work as shown in the class diagram (Fig. 9).

script/python

+the size of the army

A

def

+ receive data
*data is coming out

nero

+ the size of the army

+calculation of the
percentage of lose

+the size of the army

+ transfer data
+ performs auxiliary
calculations

/A

1
1
Use

__imit__

+ the size of the army

+ the size of the army

+ performs auxiliary
calculations

Fig. 9. Class diagram — structure of a browser application for calculating non-combat losses

The second browser application must take data from the user's fields and pass it to calculate the neural
network, but in this case a static HTML page will be used (Fig. 10), the files have the same purpose, but this application
does not have a script embedded in the HTML file itself.
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O schot2 himil brython js
/ L y Y
Actor
| |
i browser.py
def 2.py S nero 2.py
numpy.py

Fig. 10. Component diagram — structure of a browser application for calculating combat losses

In the final version, the system looks like a site that has the following structure: home page (Fig. 11), a project
age, non-combat loss calculation tool, combat loss calculation tool, project news.

main - abunf fe project counfing - yroject news

Tomorrow zashchia Preparation for the defense is Project created
almost complete

Fig. 11. Middle part of the site's home page

Since during large military campaigns the armies were divided into several columns, it would be interesting
to observe the changes of all the columns at once. Before loading the home page, the user is asked to select the number
of columns and the type of Army (Fig. 12).

Main About the project Counting Project News

The army on the march was divided into 1 ~ stream size

Army Type
European Knight's Army ~
Fig. 12. Pre-Launch page of the first browser app
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more,
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Fig. 13. Calculation of non-combat losses

To implement multiple applications simultaneously (Fig. 13) cycles are used: when rendering a page, the
framework copies some sections of code a given number of times and assigns each element in each of the copies its
own index, for example:

def func5 {{ forloop.counter }}(event):
after the rendering, it will look like this:
def func51(event):

This makes it very easy to manage and create executable code from the server already at the page rendering
stage. This made it possible to use each calculation block independently of the others, while leaving the possibility of
unified management of all blocks. To facilitate calculations during the operation of the neural network, all weighting
coefficients are already feeded in the code.

The user can add any number of campaign days, new forces, or combat losses. The current month switches
automatically. the user must monitor the climate zones himself. The neural network has been trained to work only
with the climatic zones in Europe.

To calculate combat losses, a neural network has also been developed that can calculate losses in a medieval
combat, but it should be noted that we do not have the objective information about medieval losses, so we used loss
data calculated by historians using various methods to train it. It should also be pointed out that the neural network
does not take into account indirect combat losses (capture, murder of prisoners, murder of civilians, etc.) (Fig. 14)

Main  About the project  Counting Project News

First Army Second Army Standard designations:

HC Lc P L Pe P P2 Pe L P Le HC HC — heavy cavalry,

LC - Light cavalry;

P - pihota;

Raccount L - archers, crossbowmen

Pe — people’s militia
? - battle result;
P1 —losses of the first party;

P2 —losses of the second party.

Fig. 14. Calculation of combat losses

Let's calculate the losses of the Mongol army during the eastern campaign: from historical sources, it is
known that the Mongols approached our lands in the autumn of 1237, dividing into three columns. Let’s find out what
the number of these columns was in a month of the campaign. The total number of troops was approximately 40,000,
the campaign was begun in October, the events happened near the cities of Ryazan, Suzdal and Vladimir, which
corresponds to the climatic zones 4 and 5 [9, 10]. For 30 days of the campaign, non-combat losses amount to just
under 3,000. The length of the largest column (15,000 soldiers from the beginning of the campaign) is 15 km, and 294
tons of food will be needed per day to feed the army. The user makes a decision about the adequacy of the column
characteristics independently. The application only performs calculations based on the data fed by the user. According
to the modern ideas of historians, the length of the columns could hardly exceed 20 — 30 km.
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Conclusions

The project has developed the models of an information system for analyzing the number of troops and
calculating military losses of the remote past. Mathematical models have been described, historical sources have been
analyzed, and detailed models of the application have been created using the UML modeling language, which allows
you to understand its interface in detail at the modeling stage.

Based on the data obtained in the analysis of historical literature, the neural network architectures have been
developed to determine non-combat losses in the medieval army and determine combat losses based on the data on
the number of each branch’s soldiers of the armed forces who were involved during the battle.

Web applications for calculating combat and non-combat losses have been developed, interface design and
mini-block for publishing system News have been developed either. The non-combat losses suffered by the Mongol
army in the first month of the Western campaign (1236) have been calculated as the example.
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USE OF ANALYTICAL MODEL FOR SYNTHESIS OF ALGORITHMS FOR
CONTROL OF TRANSPORT CONVEYOR PARAMETERS

This study presents a methodology for synthesizing optimal control algorithms for the flow parameters of a conveyor-type
transport system with a variable transport delay. A multi-section transport conveyor is a complex dynamic system with a variable
transport delay. The transport conveyor s an important element of the production system, used to synchronize technological
operations and move material. The Analytical Pikh-model of the conveyor section was used as a model for designing a control system
for flow parameters. The characteristic dimensionless parameters of the conveyor section are introduced and the similarity criteria for
the conveyor sections are determined. The model of a conveyor section in a dimensionless form is used to develop a methodology
for synthesizing algorithms for optimal control of the flow parameters of a transport conveyor section. The dependencies between
the value of the input and output material flow of the section are determined, taking into account the initial distribution of the material
along the conveyor section, variable transport delay, restrictions on the specific density of the material, and restrictions on the speed
of the belt. The dependencies between the value of the input and output material flow for the case of a constant transport delay are
analyzed. A technique for synthesizing algorithms for optimal belt speed control based on the Pikh-model of a conveyor section is
presented. As a simplification, a two-stage belt speed control is considered. Particular attention is paid to the methodology for
synthesizing optimal control algorithms based on the energy management methodology (TOU-Tariffs). The criteria of control quality
are introduced and problems of optimal control of flow parameters of the transport system are formulated. Taking into account
differential connections and restrictions on phase variables and admissible controls, which are typical for the conveyor section, the
Pontryagin function and the adjoint system of equations are written. As examples demonstrating the design of optimal control,
algorithms for optimal control of the flow parameters of the transport system are synthesized and analysis of optimal controls is
performed.

Keywords: conveyor, distributed system, PDE-model, production line, belt speed

OJIET IIT'HACTU, MAKCUM COBOJIb

HarionanpHuii TexXHiYHHN yHIBepCcHTET «XapKiBChKUil HOMTEXHIYHII IHCTHTYT», XapKiB, YKpaina

BUKOPUCTAHHS AHAJIITUYHOI MOJEJI IJIsI CHHTE3Y AJITOPUTMIB
KEPYBAHHS TAPAMETPAMU TPAHCIIOPTHOI'O KOHBE€PA

HaHe AOCTIMKEHHS MPE3EHTYE METOAUKY CUHTE3Y Aa/IrOPUTMIB ONTUMAE/IBHOMO KEPYBAHHS MOTOKOBUMU rapameTpamm
TPAHCIIOPTHOI CUCTEMU KOHBEEPHOIO TUITY i3 3MIHHOK TPAHCIIOPTHOW 3aTPUMKO. baratocekuyiviHmi TpaHCrIopTHm KOHBEEP — Le
CKIIBAHE ANHAMIYHE CUCTEMA (3 3MIHHOIO TPAHCIIOPTHOI 3aTDUMKOIK. TPaHCIOPTHMY KOHBEED € BaXJ/MBUM €/IEMEHTOM BUPOBHUHOI
cucTemy, 1O BUKOPUCTOBYETBCS V1S CUHXDOHI3ZALIT TEXHO/IOMYHUX Onepauii 1a repeMiljeHHs Martepiany. Ak Mofens Ans
MIPOEKTYBAHHSI CUCTEMU YIIPAB/IIHHS TOTOKOBUMY IEPaMETPaMU BUKOPUCTAHA aHa/litnydHa PiKh-mogens cekyii KoHBeepa. BBeaeHo
XapaKTEPHI 6E3PO3MIPHI NapamMeTPH CEKLIT KOHBEEPa Ta BUSHAYEHO KPUTEDIT MOAIGHOCTI 40 CeKUiVi KoHBeEpa. Moaesb cexuii KoHBEEPa
Yy 6e3p03MIpHOMY BUITIAAI BUKOPUCTAHa A/1S PO3POOKU METOLMKU CUHTE3Y EJ/IFOPUTMIB OMTUMA/IbHOIO KEPYBAHHS [10TOKOBUMMU
rnapamMeTpamu Cekuli TPaHCrIoOpTHOrO KOHBEEPE. BUHAYEHO 3a/IEXHOCTI MDK 3HAYEHHSIM BXIAHOMO Ta BUXIAHOMO 1OTOKY Marepiasay
CeKUii 3 ypaxyBaHHIM I0YaTKOBOIo PO3rI04iNly Marepiasny B3AOBX CEKUIi KOHBEEPE, 3MIHHOI TPaHCIIOPTHOI 3aTPpUMKY, OOMEXEHL Ha
TIUTOMY LUYIJTbHICTE MATEPIATY Ta OOMEXEHD HA LUBUAKICTL CTPIYKN. [1DOaHE/I30BAHO 3aIEXKHICTL MPK 3HAYEHHSIM BXIAHOIO Ta BUXIAHOI
10TOKy Marepiany A5 BUNAAKY MOCTIViHOI TpaHCrIOpTHOI 3aTpumku. [IpeACTaB/IEHO METOAUKY CUHTE3Y a/iIrOPUTMIB ONTUMAE/IbHOMO
YrpaB/iHHS  LWBUAKICTIO CTPIiYKY, 3acHoBaHy Ha PiKh-mogeni ceKuii KoHBeepa. Sk CripoleHHs po3r/igHyToO ABOCTYIIiHYacTe
PEryIoBaHHs LBMAKOCTI CTpidku. Ocob/mBy yBary rpuaiieHo MeToanli CUHTE3y a/iropUTMIB ONTUMAE/IbHOMO YIpaB/iiHHS, Lo
TDYHTYETLCS Ha METOLOJIONT EHEProMEHEAKMEHTY (TOU-Tariffs). BBEAEHO KPUTEDII SKOCTI KEPYBAaHHS Ta CROPMYTIbOBAHO 33BAAHHS
ONTUMAlIbHOIO KEPYBaHHs MOTOKOBUMU 1apaMETPamMu TPAHCIIOPTHOI cuctemu. 3 ypaxyBaHHIM AN@DEPEHLiansHuX 38'53KiB Ta
OBMeEXEeHb Ha @Qa30Bi 3MiHHI Ta [OMYCTUMI KEPYBAaHHS, XapaKTEPHI [/19 KOHBEEPHOI AiISIHKM, 3arvcaHa @yHKUis [ToHTpsriHa 1a
MPUEAHAHa CUCTEMA PIBHSIHB. SIK MpUKAaav, Lo AEMOHCTPYIOTE MPOEKTYBAHHS OMTUMA/IbHOrO KEPYBAHHS, CUHTE30BaHO a/IrOpUTMU
ONTUMAIIBHOIO KEPYBAHHS MOTOKOBUMM 1apaMeTpamu TPaHCIOPTHOI CUCTEMU Ta MPOBEAEHO aHAsI3 OMTUMAlTIbHNX KEDYBAHHSI.

KIto4oBI  ¢/10Ba.; KOHBEEP, po3riogineHa cucrema, PDE-MOAESTL, TOTOKOBA JliHIS, LBUAKICTb CTDIYKU

Introduction

Industry 4.0 is the next step in the industrial revolution. Industry 4.0 includes the following requirements for
modern production: completion of full automation of digital production; control of technological parameters in real-
time; use of intelligent control systems with access to the global Internet; constant interaction with external production
and marketing environments. Modern industrial technologies in process control are forced to use artificial intelligence
and additive forecasting methods. At the same time, operational control of production parameters using sensors and
sensors is a separate problem. Particular importance is given to this problem in enterprises with a continuous
production method, in which the main element of material transportation, as a rule, is a conveyor [1]. The use of
modern transport systems in the production process can significantly increase the efficiency of algorithms for the
operational control of the flow parameters of the production system. The conveyor acts as a link connecting production
modules and uses intelligent control components and various industrial sensors to improve the efficiency of the
production process, which determine the state of the parameters of the transport system [2].
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When considering the concept of “Industry 4.0”, conveyor transport is important in the mining industry [3].
This is determined by the following circumstances: a) firstly, due to the low unit cost, the transport conveyor is the
most suitable means for transporting the material [4, 5]; b) secondly, modern transport systems consist of a large
number of sections, each of which operates with certain flow parameters [6]. These parameters for sections of the
conveyor system are interconnected, and contain a variable transport delay; c) thirdly, the length of the transportation
route for a separate section reaches tens of kilometers and the trend towards an increase in the length of sections
continues to persist [7]; e) fourthly, the specific cost of transporting material for the standard mode of operation of the
transport system is 20% of the total cost of extracting the material [8]. With an increase in the number of sections and
the length of the route of the transport system, the cost of transporting the material increases non-linearly and can
make up the bulk of the cost of extracting the material; ) fifthly, under the standard mode of operation, the material
loading factor of the conveyor section is 0.5—0.7 of the full conveyor load. Increasing the filling factor of the conveyor
section with material allows for reducing transportation costs by 30-50%. However, quite often the transport system
operates with a fill factor below the norm due to the use of efficient real-time control systems; f) sixthly, restrictions
are imposed on the operation modes of the conveyor section, associated, for example, with the propagation of long-
wave disturbances in the conveyor belt, which can cause the destruction of the conveyor belt.

Related Works

For conveyor systems, the cost of transportation is directly related to the cost of electricity that is consumed
to transport the material. One of the main methods of reducing energy consumption, which is widely used in the
transport of material, involves the use of conveyor belt speed control systems [10]. This method consists in increasing
the linear density of the material at the input of the conveyor section by reducing the speed of the belt, which implies
an increase in the material loading factor of the conveyor section. The next most effective method for reducing energy
consumption is based on the use of a material flow control system from the input bunker[11]. In this case, an increase
in the linear density of the material at the input of the conveyor section is achieved by increasing the input flow of
material from the accumulation bunker of the conveyor section. The third method for reducing the specific energy
consumption for material transportation is based on the use of energy management methodology [12]. The method is
based on the use of transport system mode control systems. The operation of sections of the transport conveyor is
carried out at times when the price of electricity is low. And the last significant method for reducing specific energy
consumption is the method using reverse conveyors [6]. Reducing the specific cost of energy consumption occurs due
to a change in the structure of the transport route as a result of a change in the direction of the flow of material in the
supply section of the conveyor to the opposite direction. The control system determines the optimal route for the
movement of material from several possible ones. For the synthesis of optimal control algorithms, a set of models for
the section of the transport conveyor is used. The most common models of a conveyor section are FEM models of a
transport system based on the finite element method [13] and DEM models of a transport system using the discrete
element method [14]. These models belong to the class of numerical models and are used in flow parameter control
systems that require taking into account the non-uniformity of the material flow and the variable transport delay when
the material moves along the transport route. These models require significant computational resources, which
imposes significant restrictions on their use in the synthesis of algorithms for optimal control of the flow parameters
of the transport system. The transition from the model of a single-section transport system to the model of a multi-
section transport system, consisting of several dozen sections [6], becomes a practically unsolvable problem. This is
due to the almost absence of papers devoted to the design of control systems for the flow parameters of the transport
conveyor, represented by numerical models. As an alternative to the class of numerical models for describing multi-
section transport systems, a separate class can be proposed, which is based on models of regression equations [16] or
a neural network [17]. However, to build optimal control systems using models based on regression equations or using
a neural network, a sufficiently large amount of test data is required, which is not available for non-stationary modes
of operation of the transport system. This circumstance is a strong limitation for the synthesis of control systems using
an alternative class of models. Thus, the above analysis clearly identified the problems that make it difficult to
synthesize algorithms for optimal control of the flow parameters of a modern transport conveyor: a) taking into
account the uneven flow of material along the transportation route in the presence of a variable transport delay; b) a
trend towards an increase in the number of sections of the transport system. The solution to these problems requires
the improvement of existing models and algorithms for optimal control of the flow parameters of the transport
conveyor.

Purpose

In connection with the above circumstances, taking into account the fact that the industrial Internet of things
provides an opportunity to create fully automated conveyor systems, the synthesis of algorithms for optimal control
of the transport system flow parameters requires not only the improvement of existing and the creation of new models
of the transport conveyor, which allow us to consider the transport conveyor as an object of intelligent control but also
the improvement of methods for applying models for the synthesis of algorithms for optimal control of the flow
parameters of the transport conveyor. This study is devoted to demonstrating the methodology for building transport
conveyor control systems based on the use of an analytical PiKh-model of the conveyor section.
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Description model of a separate section of the conveyor line
The conveyor line is a kind of production line, in a one-time approximation it has the form [1]

xS olxhes) )
o0 oS 0, [ehes)= [X]lw(l,S) M

under initial and boundary conditions
[}y (0.8) =¥(5) 0 =2(0) )

where S; — the length of the section in the phase space [18]); [X]O (t,S), [X]l (t,S) is the distribution density
and the material flow at the moment of time ¢ at the position, characterized by the coordinate S [O, Sg ]; Y(S) is

initial distribution along the transport route; [){]lw (¢, S) is the normative material flow along a transport route; A(z) is

the input material flow.
The fact that materials move at a speed that is independent of their location on the section belt allows the
material flow [x]] (t,S) to be expressed in terms of their density [X]O(t,S) and the speed a =a(t) of the belt. The

speed of the belt can be constant or have a continuous or step regulation in time depending on the load. This made it
possible to write the closed system of equations (1)—(2) in the following form [19]:

0 ,S) 0 .S, o

[X]gt(f )= [X;l;t )ZS(S)X(t) s [X]l(t’s):a(f)'[)(]o(l‘,S), IS(S)dSzl, &)
0, S<0, .

[X]()(O,S) =H(S)¥(S), H(S) 2{1, §>0, SE[O,Sd]. 4)

The system of equations (3)—(4) models the flow of material moving along the transportation route. The right
side of equation (3) 8(S)K(t) takes into account the source of the material with the intensity characterizing the line

capacity A(?), characterizing the line capacity (ton/hour). At the initial moment of time z =0 there is material on the
conveyor line, which is distributed along the transportation route with linear density [)(]0 (0,S) . The function S(S )

determines the place where the material enters the conveyor line: S =0 . The system of equations is closed with respect
to flow parameters [X]O tS) m [;{]1 (¢,S) . The closure condition shows the independence of the belt speed from the

place of transportation and allows you to construct a solution to the system of equations (3)—(4) with respect to the
flow parameters [)(]0 (t,S) and [X]l (¢,S) . A schematic diagram of a conveyor section with an accumulating bunker

at the input is shown in Fig. 1 [20]. The material flow must be supplied to the input of the conveyor line from the
bunker with the intensity necessary to ensure the required specified material flow at the output.

Conveyed material .
it Chute  Carry side idler Trough-to-flat transition

/ Carry ?dc’ toprun  / Material discharge
/ P o
/ /

Feed idlers

Flat-to-trough \

transition
\

Scraper N\ Return idler Drive /fc.' S
Bottom/return run Snub pulley / Seraper

Tail pulley Head pulley

Take-up

Fig.1. Schematic diagram of the conveyor line [20]

Let us supplement the system of equations (3)—(4) with an equation that determines the state of the bunker:

INO -0, N(O)=Ng,  O<N <Ny 0<AH < hmaxs (5)

where N(?) the current amount of materials in the bunker with a capacity of Ny, . The flow of materials to
the input to the accumulation bunker is a given value A;;,(?) . Let us represent the system of equations (3)—(5) in a

dimensionless form and will use the dimensionless parameters [21]:
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t S
r—E, é—g, (6)
~ bes _P(S) _ N ~ T, o Ty
eo(r,é)—T, \v(&)——@) , n(r)—Sd®, v(r)—k(t)&i—e), vln(r)—%,n(t)%,
(7
Ty M)
g(r)=a(t)§, ®=max{‘P(S),%},8(§)=Sd5(5), H(S48)=H(S), a(t)#0. (®)

The value of the specific load on the conveyor belt should not exceed the maximum permissible value

A
% = [)f]O(t’O)S [X]Omax :

With the dimensionless value n(t) =1.0and ©= [X]Omax the accumulating bunker contains the amount of
material N(t)=S;0, that will fill the conveyor line along the entire length with the maximum allowable rock
distribution density [)(]O(t,S )= [X]Omax . Taking into account the notation (6)—(8), the balance equation for the flow

parameters of the conveyor line is written in the dimensionless form [21]:

00¢(~, 00¢(t,
Oa(: 2 e(r) O;g Dbeh. 0008 =HEWE). ©)
"”;f) (D=7, n(0)=ng.  0<n(0)<rma. 0<7(0) < Yrmax - (10)

The solution of the system of equations (9) has the form:

+ H(-G(te) - G(re)). (11)

Ooe0) = - H- G(ra))]y((f;))

g

G(v) = [ g(v)dx, =G (G -8). (12)

For a constant speed of the conveyor belt g(t) = gg = const expressions (12) can be represented as

r 2 0O-E_gorob_ & (13)
£0 80 £0

G(v)=got,

whence the expression for the distribution material density along the transportation route at an arbitrary point
in time Oq(t,&) along the transportation route at an arbitrary point in time <t

H
-
0o(r.8)=[H(©) - H(g~ gor)]TgO + H(E-gothv(E - g01)- (14)
For the transportation process by t> &/ g
1)
eO(Tlg):—gOs e](T,g):'Y(T—iJ, T>£' (]5)
g0 80 g0

In order to determine the value of linear density 0((t,&) or material flow 0;(t,&) at an arbitrary point & at
a point in time t, it is required to know the value of the input material flow to the conveyor line at a point in time
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¢ = 1—&/go . The material flow at the output from the conveyor line 6;(t,1) at a constant belt speed is determined

by the product gou 6g(t,1)

-1/
01(t1)=goBp(t.1) =gOY(Tg—OgO)=Y(T—1/g0)~ (16)

In general, when the belt speed and the input material flow are variable, the expression for the material flow
at the exit of the conveyor section is

01(c)) = g(O[H()— H(- G(n))]%)) vHEGEN6m),  w=6"Gm-1). (17)

Expressions (16), (17) determine the value of the output material flow from the conveyor section, which can
be used to design a control system for the flow parameters of a conveyor-type transport system.

Results
1. The problem of optimal control of the conveyor belt speed
Let us formulate the problem of constructing an optimal program for controlling the speed of a conveyor belt
for a steady state operation G(t)—1>0 of a conveyor line: determine the material output 6;(t,1) from the conveyor

line during a period of time r:[O,rk]with step control of the speed of the conveyor belt u(‘r)=(u1,u2),

0<uy <up <oo, uy =const , uy =const , which leads to a minimum functionality

Tk
j 161 (1)~ 9(1)|dT — min (18)
0

with differential connections (9)

P8y DD 5y, g@=ur (19)
& 3E
and restrictions
00(v9)>0, (20)
and initial conditions
00(0.5) =HEW() e

Let us assume that prior to the introduction of control, the conveyor operated in a steady state at a constant
speed g('r)|T <= The Pontryagin function and the adjoint system have the form:

T

H=— Mu(r) — 9(1)| + yqu(t) > max , ju(r)dr =1, (22)
u(t—Aty) A,
n_oH_, (23)
dv &

Since the right end of the phase trajectory is free, then yy(t;) =0 and, therefore, y1(t) =0, which allows
us to write the Pontryagin function in the following form

-A
H=—YEZAT oy 90r)| > max . (24)
u(t—Aty)
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Let us construct the optimal control of the speed of the conveyor belt for the case of supplying material to
the input of the conveyor with a constant intensity y(t) =1 with the existing demand, which is determined by a periodic

function 9(t) =1+ sin(wt) [22]. Let's believe that the conveyor line is capable of operating in one of the speed modes:
with the speed of the beltu) or uy, u(t) = (ul,uz). The calculation results are shown in Fig. 2 for different values
of the stepwise control of the belt speed u] or up : u(t)= (0.5, 2.0), Fig.2a; u(t) = (0.8, 2.0) , Fig.2b; u(t) = (1.0, 2.0)
, Fig.2c; u(t)= (1.2, 2.0) , Fig.2d; u(t)= (1.8, 2.0), Fig.2e. The maximization of function (22) determines such a
control u(t) , which the output of products on the conveyor line is ensured with a minimum deviation from the existing
demand 9(t) . Figure 2 shows the calculation of the optimal control #(t) of the speed of the conveyor belt, depending
on the demand 9(t). Graphs (a—¢) on the left side in Fig. 2 represent the dependence of optimal control u(t) on the
value of demand 9(t). On the right, for each variant of the dependence u(t),9(t) a graph of the family of

characteristics with breaks at the time of switching the speed mode is presented. Each control mode (a—e), shown in
Fig. 2, corresponds to the time dependence of the output flow 0(t,1) from the conveyor against the background of

existing demand 9(t). For the step control speed option u(1)= (0.5, 2.0), Fig. 2a, there are no conveyor belt speed
switching modes.

(), u(r)
24 =
1,89 : =
1,68
147
1,28
1,06
0,34 u@')
0,63
0,42 7 = e
0,21 S(f) T
0
0 04 08 1,2 16 2 24 28 32 0 0,2 0.4 0,6 0,8 1 12 1.4
9(r) ., u(e) a)
21 ) e
1885 N ’_‘I K| e
168
147 0,8
128 ulr '
8V
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0,62 g
0,42 0.2
0,21 r T T
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Fig.2. Optimal control and a family of characteristics for operating modes

o 02 0.4 0.6 0.8 1 1,2 1.4

The output material flow from the conveyor line 01(t,1) is constant and does not depend on the existing
demand. This behavior is due, to some extent, to the fact that the initial speed of the conveyor line without control is
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taken as the smaller of the two, g(‘t:)|T <0 = > and a significant spread between the step value of the control speeds,

which is characterized by a coefficient (Fig. 2a) k,, = uy /uj =4.0. When decreasing k,, by increasing the value ug

the conveyor starts to operate in a two-speed mode (Fig. 2b), and the family of characteristics at these switching
moments has kinks At the same time, the output flow from the section 0;(t,1) is determined by the behavior of

demand S(t) and takes one of three values over time {0.4; 1.0; 2.5}, which is determined by the relation
u(t) 2.0 0.8 0.8 2.0

u(t—Aty) - {ﬁ’ﬁ’z_o’z_o}

The unevenness of material density 6g(t,&) is set by the speed mode of the conveyor line and takes one of
v(tg) (1.0 1.0
g(te) {ﬁ’z_.o
increases with each switch and reaches the steady state (Fig. 2b). With a subsequent decrease, short-term peak
switchings are added (Fig. 2c, Fig. 2d), which disappear with a further decrease k,, (Fig. 2e).

two values 0q(1,8) = } . The duration of the operation of the section in the control mode u(t) =uy

This behavior of the control function is explained by the fact that the speed control u(t) of the section
depends on the accepted control u(t—Aty), where is Aty a time-dependent value estimated by relation (22).

2. Synthesis of an algorithm for controlling the speed belt based on TOU-tariffs
The problem of constructing an optimal program for controlling the belt speed is formulated as follows:

determine the modes of switching the belt speed during a period of time t= [0, 124] with the value of the price
coefficients of the cost of electricity z(t) (Fig. 3) with stepwise control of the belt speed g(t)=u(1)= (ul,uz),

O<uy <up <o, uy =const , uy =const , which leads to a minimum of the functional:

T4
jz(r)u(r)m(r)dt — min , (25)
0

with differential connections

dm(7)
dt

1) 0 (L 1) = 71 (D) — 1 (1— Ay — 2D (26)
u(t—Aty)
1
m(0)=2(Bgr +0oc)+ [ w(E)dE (27)

0

and a limit on the total amount of energy consumed per day

124
Iu(r)m(r)dt =b=const. (28)
0

kr =—3-th zone accounting == 2-th zone accounting (Nightsave)

2
1,8
1,6
1,4
1,2
1
0,8
0,6
0,4
0,2
0 !
01 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Fig.3. Tariff coefficients Ukraine-TOU periods (2020)
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Equation (26) is written taking into account the dependence on the output material flow. The choice of a
stepwise control mode is due to its prevalence in the control of transport systems [23, 24]. Equation (28) can be
replaced by the differential equation

dx
d_rb = u(t)ym(7), xp(0)=0, xp(t24)=h. (28)
The Hamilton function and the adjoint system of equations for the problem under consideration has the
form:
u(t)
H =(yp = 2()(Dym(0) + | 11(D) =11 (1= ATp) —————|, (29)
u(t—Aty)
d\v_b = _5_H =0, (30)
dr Oxp,

d
= (=0 -y (D) Vin(124)=0. (1)

Equation (31) implies iy, = Cp, = const . For the two-stage control mode u(t) = (uy,up) 0<uj <up <oo the
optimal belt speed corresponds to the maximum value of the Hamilton function (29). Switching points of control
modes are determined by solving equations (26)-(31). To carry out quantitative calculations, let's take the value of the
time parameter and the value of the sample 7;; =1 (hour), Sz =20.5 (km). The choice of the characteristic time value
Ty makes it possible to conveniently display the change in parameters during the day te [0;24], and the choice of
the characteristic length value corresponds to the consideration of extended transport conveyor (Sasol — Shondoni
Overland (20.5 km single flight overland conveyor with multiple horizontal curves). Then the control modes
u('r)=(u1,u2), at speeds aj(1) =(1.0,5.0) m/sec, will correspond to the dimensionless values of the belt speed

u(t) =(0.176, 0.878).
Let's consider the construction of a schedule for switching belt speed modes for tariff coefficients Ukraine—
TOU periods (Fig. 3), when the intensity of material receipt is a constant value yq(t)=0.15 with daily energy

consumption b=6.5. The selected value of the intensity of the incoming flow allows the transport system to operate
in a two-speed mode u(t) = (0.176, 0.878) (19). Increasing the belt speed g(t) leads to an increase in the power

consumption of the transport system n,(t). On the other hand, an increase in belt speed leads to a decrease in the
linear density of the material 6¢(t,0), entering the section input and, possibly, to a decrease in the mass m(t) . The

next feature is that the conveyor belt is an accumulator of the material entering the section input. The limitation does
not allow both the excess of the specific gravity and the overflow of the accumulator. The presence of upper and lower
limits for the amount of material in the accumulator with a sufficiently long period of time of the transport system
operation determines the ratio between the average intensity of the incoming flow and the average power consumption
of the transport system.

An increase in the value of the intensity of the incoming material over a sufficiently long period of time of
the operation of the transport system leads to an increase in the power consumption of the transport system.3Tu
0COOCHHOCTH 3HAYUTENHFHO YCIOKHSAIOT CHHTE3 AITOPUTMOB ONITHMAITFHOTO YIIPABJICHHS TOTOKOBBIMH TTapaMeTPaMu
TpaHcropTHO# cuctemsl. In this regard, to simplify the qualitative analysis, a constant value for the intensity of the
incoming flow vyq(t) is taken. Belt speed control modes u(t)= (ul,uz) for tariff coefficient values

k() =(0.35, 1.8) are shown in Fig. 4.

by yp,u(7) = (rq ,uz)
2
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Fig 4. Belt speed control modes for tariff coefficient values k¢ (t) =(0.35, 1.8) and y(&)=0.5+ O.SSin(Zn&)

The value of the tariff coefficient k. =1.8 corresponds to the minimum belt speed u; . There are several
speed-switching points for the tariff coefficien k; = 0.35. Switching on the interval t € [0.0;1.0] is related to the type

of function (21), which determines the initial distribution of material along the route. Switching for the interval
Te [4.0;5.0] repeats the switching mode for the interval t € [0.0;1.0] with a time shift equal to the amount of transport

delay.

For the moments of time when the value of the transport delay has high values, the mass of the belt with the
transported load also has high values (Fig. 4). An increase in the transport delay leads to an increase in the mass of
material on the belt.

Conclusions

The article discusses a technique using the PiKh—model of a conveyor section for the synthesis of algorithms
for optimal control of the belt speed for a distributed transport system of a conveyor type. A method for constructing
an algorithm based on the Pontryagin maximum principle using an analytical PiKh—-model for a conveyor section is
proposed. The use of the Pontryagin maximum principle together with the analytical PiKh—-model allows us to provide
acceptable accuracy for calculating the switching points of speed modes. To carry out numerical experiments, software
was used that makes it possible to synthesize algorithms for optimal discrete control of the belt speed for practical and
theoretical purposes. The presented technique for synthesizing optimal control algorithms makes it possible to take
into account the initial distribution of material along the transportation route when choosing control modes.

The main advantage of the presented technique is that the synthesis of optimal control algorithms takes into
account the variable transport delay for the conveyor section.

The prospect for further research is the development of a methodology for synthesizing algorithms for
optimal continuous control of the speed of a conveyor belt in the design of control systems for multi-section transport
conveyors.

References

1. Pihnastyi O. Statistical theory of control systems of the flow production. Lap Lambert Academic Publishing, 2018. 436 p.

2. Fedorko G. Implementation of Industry conveyor transport. MATEC Web of Conferences 263, 01001. 2019.
https://doi.org/10.1051/matecconf/201926301001

3. Siemens. Innovative solutions for the mining industry. 2018. www.siemens.com/mining.

4. He D., Pang Y., Lodewijks G., Liu X. Healthy speed control of belt conveyors on conveying bulk materials. Powder Technology,
2018. No 327, P. 408-419. http://dx.doi.org/10.1016/j.powtec.2018.01.002

5. Zhang S., Xia X. Modeling and energy efficiency optimization of belt conveyors. Applied energy, 2011. No 88(9), P. 3061-3071,
2011. http:/nbuv.gov.ua/UIRN/Npdntu_gir 2013 2 15

6. Bajda M., Blazej R., Jurdziak L. Analysis of changes in the length of belt sections and the number of splices in the belt loops on
conveyors in an underground mine. Engineering Failure Analysis, 2019. No 101, P. 439-446. https://doi.org/10.1016/j.engfailanal.2019.04.003

7. Pihnastyi O., Khodusov V. Neural model of conveyor type transport system. Proceedings of The Third International Workshop on
Computer Modeling and Intelligent Systems, 2020. http://ceur-ws.org/Vol-2608/paper60.pdf

8. Razumnyj Ju., Ruhlov A., Kozar A. Improving the energy efficiency of conveyor transport of coal mines. Mining Electromechanics
and Automation, 2006. No 76, P. 24-28.

9. Mathaba T, Xia X. A parametric energy model for energy management of long belt conveyors. Energies, 2015. No 8(12), P. 13590-
13608. https://doi.org/10.3390/en81212375

10. DIN 22101:2002-08. Continous conveyors. Belt conveyors for loose bulk materials. Basics for calculation and dimensioning.
[Normenausschuss Bergbau (FABERG), Deutsches Institut fiir Normung e.v. Normenausschuss Maschinenbau (NAM)], 2002.

11. Kiriia R., Shyrin L. Reducing the energy consumption of the conveyor transport system of mining enterprises. Essays of Mining
Science and Practice: International Conference. 2019. https://doi.org/10.1051/e3sconf/201910900036

12. Marais J, Mathews E, Pelzer R. Analysing DSM opportunities on mine conveyor systems. Industrial and commercial use of energy
conference. 28-30 May 2008, Cape Town, South Africa. 2008.

13. Pingyuan Xi, Yandong Song. Application Research on BP Neural Network PID Control of the Belt Conveyor. JDIM, 2011. No 9(6),
P.266-270

14. Razumnyj Ju., Ruhlov A., Kozar A. Increased energy efficiency conveyor transport of coal mines. Girnicha elektromehanika ta
avtomatika. 2006. No 76. P. 24-28. https://vde.nmu.org.ua/ua/science/ntz/archive/76/5.pdf

15. Wolstenholm E. Designing and assessing the benefits of control policies for conveyor belt systems in underground mines. Dynamica,
1980. No 6(2), P. 25-35. https://www.systemdynamics.org/assets/dynamica/62/6.pdf

16. Andrejiova M., Marasova D. Using the classical linear regression model in analysis of the dependences of conveyor belt life. Acta
Montanistica Slovaca, 2013. No 18(2), P. 77-84. https://actamont.tuke.sk/pdf/2013/n2/2andrejiova.pdf

17. Xinglei L., Hongbin Yu. The Design and Application of Control System Based on the BP Neural Network. Mechanical Engineering and
Intelligent Systems: 111 International Conference, 2015. P. 789—793. https://doi.org/10.2991/icmeis-15.2015.148

18. Pihnastyi O.M. Analytical methods for designing technological trajectories of the object of labour in a phase space of states. Scientific
bulletin of National Mining University. 2017. No 4. P. 104-111. http://nvngu.in.ua/index.php/en/component/jdownloads/viewdownload/69/8679

19. Khodusov V.D. The use of physical kinetics methods for studying oscillations of the parameters of a production line. East European
Jjournal of physics. 2014. No 1(4). P 88-95. http://nbuv.gov.ua/UJRN/eejph 2014 1 4 12

20. ConveyorBeltGuide. Example of use. 2018. —Available at http://conveyorbeltguide.com/examples-of-use.html. (accessed 2
December 2022)

21. Pihnastyi O.M. Distinctive numbers of production systems functioning description. Problems of Atomic science and technology.
2007. No3. P. 322-325. http://dspace.nbuv.gov.ua’/handle/123456789/111018

MDKHAPO/IHUI HAYKOBUI XKYPHAJL . 81
«KOMIT’IOTEPHI CUCTEMHU TA IHOOPMALIUHI TEXHOJIOI'TI», 2022, Ne 4


https://doi.org/10.1051/matecconf/201926301001
http://www.siemens.com/mining
http://dx.doi.org/10.1016/j.powtec.2018.01.002
http://www.irbis-nbuv.gov.ua/cgi-bin/irbis_nbuv/cgiirbis_64.exe?I21DBN=LINK&P21DBN=UJRN&Z21ID=&S21REF=10&S21CNR=20&S21STN=1&S21FMT=ASP_meta&C21COM=S&2_S21P03=FILA=&2_S21STR=Npdntu_gir_2013_2_15
https://doi.org/10.1016/j.engfailanal.2019.04.003
http://ceur-ws.org/Vol-2608/paper60.pdf
https://doi.org/10.3390/en81212375
https://doi.org/10.1051/e3sconf/201910900036
https://www.systemdynamics.org/assets/dynamica/62/6.pdf
https://actamont.tuke.sk/pdf/2013/n2/2andrejiova.pdf
https://doi.org/10.2991/icmeis-15.2015.148

INTERNATIONAL SCIENTIFIC JOURNAL

ISSN 2710-0766

«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Drive

22. Nway Hlaing, Ei Htwe, Maw Htay Dynamic Analysis of the Belt Conveyor System for Detergent. International Journal of Scientific
and Research Publications. 2018. No 8(10). P. 633—639. https://www.ijsrp.org/research-paper-0918.php?rp=P827889
24. Lauhoff, H. Speed Control on Belt Conveyors—Does it Really Save Energy? Bulk Solids Handling. 2005. No 25(6). P. 368-377.
http://synergy-eng.com/pdf/BSH-2005_Beltspeed Lauhoff.pdf
25. Halepoto, M. Ugaili, Design and Implementation of Intelligent Energy Efficient Conveyor System Model Based on Variable Speed

Control and Physical

Modeling. International Journal of Control and Automation. 2016. No 9(6). P.

http://article.nadiapub.com/IJCA/vol9_no6/36.pdf

379-388.

Oleh Pihnastyi
Ouaer IlirnacTuii

Doctor of Engineering Science, Professor,
Department of distributed information systems
and cloud technologies, National Technical
University "Kharkiv Polytechnic Institute"

e-mail: pihnastyi@gmail.com
https://orcid.org/0000-0002-5424-9843

JOKTOp TEXHIYHHX HaykK, Impod., Kad.
pO3MOAiTeHHX iHPOPMALIITHUX CHCTEM Ta
XMapHHX TexHouoriil, HarioHanpHuUit
TeXHIYHHI yHIBepcUTeT «XapKiBCHKUH
MOJITeXHIYHUH  1HCTUTYT»,  XapKiB,
Ykpaina

Maksym Sobol
Maxkcim Co6oab

PhD, Department of Computer Science and
Intellectual ~ Property, National = Technical
University "Kharkiv Polytechnic Institute"

e-mail: maksym.sobol@khpi.edu.ua
https://orcid.org/0000-0002-7853-4390

KaHAWIAT TEXHIYHMX HayK, CTapuInii
BUKJIamad, Kad. iHpopMaTHKH  Ta
IHTEJeKTyaJIbHOT BJIACHOCTI,
HamioHanpHUH TEXHIYHMH YHiBEpCHUTET
«XapKiBCHKUH MOMITEXHIYHAN IHCTUTYTY,
XapkiB, Ykpaina

82

MDKHAPOJIHUI HAVKOBUI KYPHAJI .
«KOMII’IOTEPHI CUCTEMMUM TA ITH®OPMAIIWHI TEXHOJIOT TI», 2022, Ne 4



https://www.ijsrp.org/research-paper-0918.php?rp=P827889
http://synergy-eng.com/pdf/BSH-2005_Beltspeed_Lauhoff.pdf
mailto:pihnastyi@gmail.com
https://orcid.org/0000-0002-5424-9843
mailto:maksym.sobol@khpi.edu.ua
https://orcid.org/0000-0002-7853-4390

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

UDK 336:338.4+519.7

https://doi.org/10.31891/csit-2022-4-11
LARYSA SAVCHUK, LILIIA BANDORINA, KATERYNA UDACHINA

Ukrainian State University of Science and Technologies

IRYNA SOKYRYNSKA

Zahidnodonbaskyy Institute of IAPM

ROMAN SAVCHUK

Ukrainian State University of Science and Technologies

DEVELOPMENT OF SOFTWARE MODULE FOR DETERMINING RATIONAL
CAPITAL STRUCTURE OF THE ENTERPRISE

The relevance of research on the use of information technologies to solve applied problems, in particular, financial policy
management at the micro level has been revealed in this article. The own definition of the concept of financial policy at the enterprise
level has been proposed as a triad of the main content principles, namely: asset management, cash flow management, liability
management. It has been established that research in the field of financial policy is mostly theoretical, therefore the development of
software module based on the model of solving a practical problem presented in the article is relevant for Ukrainian enterprises.

After structurization and determination the list of financial policy tasks, an original improvement of one of the important
components in asset management, namely the task of modeling the amount of receivables, has been proposed. In order to obtain
the maximum economic effect, it has been proposed to suggest to calculate the optimal level of accounts receivable. Using of the
method of approximation of the non-linear dependence of receivables on the credit period, which was initiated by O. 1. Luchkov, has
been substantiated. The principles of the methodics have been defined, its modification and clarification have been proposed in the
direction of the development of methods for calculating the numerical values of all components of the model in the article. This
method allows the obtaining the optimal term of the credit period in days and the optimal amount of receivables in monetary terms.

Model experiment has been executed to test the model's operation, during which data from the financial statements of one
of the operating enterprises have been used. The obtained results testify to the effectiveness and correctness of the proposed
methodics are served as an information basis for management decisions regarding the assessment of the effectiveness of measures
to manage the company's financial policy.

The software module has been developed that, based on the results of certain calculations, allows to make quick and well-
founded decisions about balancing the structure of assets and liabilities in order to restore financial stability and increase profits.

Keywords: software module, information technology, financial policy, triad, asset management, receivables, approximation
of nonlinear dependence, model experiment

JIAPUCA CABYVK, JIUTIA BAHAOPIHA, KATEPUHA YVIAUYNHA

VYkpalHCBKUI iep>KaBHUI YHIBEPCHTET HayKHU 1 TEXHOJIOTII

IPUHA COKMPUHCBKA

3aximHonon6ackkwmit inctuTyT IIpAT « BH3 MixkperionaneHa akajieMis yrpaBiIiHHS IIEPCOHATIOM)

POMAH CABYVK

YKpaiHCBKHIl IepikaBHUN yHIBEPCUTET HAYKH i TEXHOJIOTIH

PO3POBKA IMPOT'PAMHOI'O MOIYJIA JJIsI BASHAYEHHS PAIIIOHAJILHOI
CTPYKTYPU KAIITAJY NI AITPUEMCTBA

Y CTarTi pO3KpUTO aKTYasIbHICTE AOCTIAKEHHS UTHb BUKOPUCTAHHS HOOPMALIVIHUX TEXHOIOMV /18 BUDILIEHHS
TIPUKTIBAHNX 3843Y, 30KDEMA, YIIPaBJliHHSA QIHaHCOBOK [1O/IITUKOK Ha MIKDOPIBHI. HaaaHo B/iacHe BU3HAYEHHS 3MICTY MMOHSTTS
@IHaHCOBOI rosIiTMKM HA PIBHI MANPUEMCTBA 5K TPIaan OCHOBHUX 3MICTOBHUX 3acaf, @ caMe: yrpas/iiHHA akTuBamy, Yrpas/liHHS
TpOLLIOBUMY [TOTOKaMM, YIIPABIIHHS 1aCUBaMU. BUSIB/IEHO, O AOCTIIWKEHHS Y ChEDI GIHaHCOBOI NOIITUKYM EPEBAKHO TEOPETUYHI,
TOMY pO3PO6Ka MPOrpamMHOro Mo4y/isi Ha OCHOBI MOAE/TI BUDILLIEHHS MPaKTUYHOI 3a4a4i, YO HAAAETLCS y CTaTT, € aKTYa/IbHOK A/iS1
TANPUEMCTB YKPaiHN.

[Ticrsi CTPYKTYpYBaHHS | BUSHAYEHHS NMEPESIKY 3aAay QIHaHCOBOI MOJIITVKYU 3arPOrOHOBAHO OPUIIHA/IbHE yAOCKOHA/IEHHS
OfHIEI 3 BaXK/IMBUX CKIIGH0BUX B YIIPAaB/IIHHI aKTUBAaMM, @ CaMe 3aAaqi MOAEIOBaHHS PO3MIpy AE6ITOPCLKOI 3a60proBaHoCTi. 3 METOO
OTPUMAEHHS MAKCUMA/TbHOIO €KOHOMIYHOIO €QEKTY 3arporoOHOBaHO PO3pPaxyBaTy OfTUMA/IbHI PiBEHb AE6ITOPCHKOI 3a60proBaHOCTI.

O6IrpyHTOBAHO BUKODPUCTaHHS METOAMKU arPOKCUMALT HE/ITHIVIHOI 3a/1EXKHOCTT 4E6ITOPCHKOI 3a60ProBaHOCTI Bifj KPEAUTHOIO
nepiogy, wo 6yna 3arnodarkosaHa O. 1. JlydkosuM. Y CTaTTi YiTKO BUIHAYEHI BCI 3acann METOAMKM, 3arpOrTOHOBaHa ii Mogn@ikaLis i
YTOYHEHHS Y HarpPsMKy pO3PO6KN METOLIB PO3PaxXyHKY YHCIIOBUX 3HAYEHb BCIX CKIIAA0BUX MOAEN. [arHmi METo] AO3BOJISIE OTPUMATH
OnTUMATIbHMHA TEPMIH KDEAUTHOIO NIEPIOAY B AHAX Ta ONTUMA/IbHUY 06CAI 4EBITOPCHKOI 3a60prOBaHOCTT Y IPOLIOBOMY E€KBIBA/IEHTI.

A1 nepesipku poboTH MOAE 34IWMICHEHO MOZETLHMA EKCIIEPUMEHT, PH IMPOBEAEHHI SKOro 6yJ/iM BUKOPUCTAaHI AaHi
@IHaHCOBOI 3BITHOCTI O4HOIO i3 Ait0YNX MIAMPUEMCTB. OTpuMaHi pe3y/ibTat CBIAYaTh PO AIEIAATHICTb | KOPEKTHICTL 3arpOOHOBaHOI
METOAMKM | BUCTYNAKOTL IHGOPMALIIHUM TATPYHTIM /1S YrPaB/IIHCLKUX DILLIEHb CTOCOBHO OUIHKM €@QEKTUBHOCTI 3axoaiB o
YrIpaB/IiHHIO QIHAHCOBOIO 10/IITUKOIO Ti4IMPUEMCTBA.

Po3pob6rieHo rporpamHmii MOAYJ/Ib, SKu 33 pe3y/ibTaTamu EBHUX PO3PaXyHKIB AO3BOSISE NPMIMaTH OnepaTusHi 1a
O6rpyHTOBAHI piLieHHSI CTOCOBHO 6aniaHCyBaHHs CTPYKTYPU aKTUBIB 1 NacuBiB 4715 BIAHOB/IEHHS @IHaHCOBOI CTIVIKOCTI Ta HapOLLyBaHHS
npubyTKy.

Kito4oBi cr1oBa: rporpaMHmi Mogysie, iH@OPMALIVIHI TEXHO/ONT, @iHaHCoBa IOJIITUKaE, Tpiada, yrpaB/liiHHS aKkTuBamy,
AE6ITOPChKA 3a60ProBaHiCTk, arpPOKCUMALIS HETIHIVIHOI 36/IEXHOCT], MOAE/IbHIY EKCIIEDUMEHT.
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Introduction

The use of information technologies to solve applied business problems is an actual problem for many
entrepreneurs. The implementation of the software contributes to the reduction of time for data processing, allows
quickly and reasonably make appropriate decisions, which affects the overall effectiveness of the work of
organizations.

An important role in the activity of the enterprise is the economic subsystem, namely: the issue of effective
management of the capital structure of the enterprise, which is a guarantee of the stability of its development, ensuring
its solvency, strengthening the financial condition, increasing the market value and the wellbeing of the owners. The
capital structure determines the possibilities of the enterprise to form the composition of its assets, provided that a safe
level of financial stability is maintained.

Analysis of the actual state of sources of finance and, accordingly, the capital structure of enterprises shows
that their financial resources are not used efficiently enough. This is a consequence of the irrational distribution of the
company's funds and the source of their financing. The formation of a rational capital structure should begin with the
determination of factors that affect the current financial state, using this selected algorithm for calculating indicators.
The detection of the magnitude of the further change of the factor and the possibility of its change should determine
the further financial strategy of the enterprise, and the proposed recommendations for choosing ways to improve the
financial state and stabilize its activity in the future.

The structure of investment capital plays a role in the formation of the market value of the enterprise. The
relationship is determined by the weighted average cost of capital. Therefore, it is expedient to explore the concept of
capital structure together with the concept of market value of enterprise, and to improve the model for determining
the rational capital structure.

Usually a company can choose any capital structure it wants. But the main management purpose of the
enterprise is the choice of such a structure to maintain stable income and dividends at the lowest capital value.

That is, the optimal capital structure should minimize the average capital value and at the same time maintain
the credit reputation of the enterprise at a level that would allow attracting new types of capital on terms acceptable
to this enterprise.

Management of the financial component of capital is based on a process that can be formalized by defining
a certain sequence of actions during managing the capital structure..

The purpose of capital structure management is to find the optimal ratio between equity and debt capital,
various short-term and long-term sources of its formation (the share in the total amount of equity liabilities, long-term
liabilities, short-term liabilities in the form of bank loans, credit lines, accounts payable, etc.) [1].

The optimal capital structure is the result of a compromise between the achievement of the maximum possible
the tax savings due to the attraction of borrowed funds and additional costs associated with an increase in the
probability of financial difficulties with an increase in the share of loan capital [2, 3].

Related Works

Capital is one of the fundamental economic categories, the meaning of which scientific thought has been
investigating for many centuries [2, 3]. 4,5

Among the theoretical foundations of capital management formation, one of the basic ones is the theory of
its structure. This is associated with the fact that the theoretical concept of the capital structure forms the basis for
choosing a number of strategic directions of the financial development of the enterprise, which ensure the growth of
its market value [6]. Therefore, this theory is a wide enough field of practical application.

The definition of capital structure is disputable and so needs clear definition.

With condition of widespread practical use of the definition of capital structure, many economists proposed
to expand the composition of loan capital by adding various types of short-term bank credit to it. They associated the
possibility of approach to the concept of "capital structure" with the increased role of bank credit in financing the
economic activity of enterprises and the expanded practice of restructuring short-term to long-term types of it [7].

Many specialists think that the definition of "capital structure" it is necessary to consider all types of both
equity and loan capital of the enterprise in current conditions.

At the same time, the composition of equity capital should include not only the initially invested amount
(shareholder capital which participates in the formation of the company's statutory fund), but also the share in the
form of certain reserves and funds created in the activities of the enterprise, and retained earnings . Based on this, loan
capital must be considered according to the forms of use, taking into account financial leasing, commodity credit,
accounts payable, etc.

This interpretation of the concept of "capital structure" allows to significantly expand the area of practical
application of this theoretical concept in the financial activity of an enterprise, because [8]: it effectively allows to
investigate the specifics and develop appropriate recommendations for enterprises with limited financing opportunities
on the long-term capital market; makes it possible to connect the capital structure with the use of assets financed by
its various components.
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Taking into account the considered provisions, the concept of "capital structure" has the following definition:
"capital structure is the ratio of all forms of own and borrowed funds used by the enterprise for the purpose of financing
assets" [2].

The formation of the financial structure of the capital as a way of financing the activity of the enterprise as a
whole occupies an important place in the theory of financial management in the process of managing the capital of
the enterprise, as it is complex factor that is interdependent with many indicators and characteristics of the economic
activity of the enterprise.

Researchers have different views to issues related to capital structure. Different views on this problem led to
the emergence of five stages in the development of the theory of capital structure, and, accordingly, five theoretical
concepts [3, 9-11]:

— the concept of indifference of the capital structure;

— traditionalist concept of capital structure;

—  compromise concept of the capital structure;

—  the concept of "subordination of sources";

—  the concept of conflicts of interests in the formation of the capital structure.

The first step towards the development of the theory of the capital structure was the hypothesis was proposed
in 1958 by the American economists M. Miller and F. Modigliani, which was called the concept of indifference of the
capital structure. According to this concept, the market value of the firm and the value of capital under certain
conditions do not depend on its structure, which means that they cannot be optimized and the market value cannot be
increased by changing the capital structure [12].

According to the founders of this theory, the cost of a corporation's capital is determined solely by its profit
stream, which depends on investments. To justify this approach, the authors used a number of restrictions, some of
which were later weaken.

Representatives of the traditional concept believe that, firstly, the cost of capital enterprise depends on its
structure; secondly, there is an optimal capital structure that minimizes the value of the weighted average cost of
capital and, therefore, maximizes the market value of the
enterprise [13]. Based on this, an increase of specific weight of loan capital in all cases leads to decrease of weighted
average cost of capital, and, accordingly, to an increase of the market value of the enterprise. The use of this concept
in practice encourages the enterprise to increase of use of loan capital in economic activity, which can lead to negative
consequences under certain conditions.

Having considered the advantages and disadvantages of these concepts of capital structure formation, we can
conclude that it is expedient for the company to use loan capital until the tax benefits from the additional amount of
credits and loans are equal to the costs associated with the growth of debt service and the increased probability of
financial complications. This theory was formulated by S. Ross and was called the "static" theory of the capital
structure [12].

Selection of previously unsolved parts of the overall problem
Considering the modern market of information systems, it is possible to conclude about the insufficiency of
application software for determining the optimal capital structure of enterprise based on the model of the formation
of the financial structure of capital depending on the property structure.

Purpose
The purpose of the article is the systematization of methodical approaches to the formation of the capital
structure of the enterprise and the development of software module based on an advanced model of the formation of
the financial structure of the capital depending on the property structure.

Results

The economic independence of enterprises in modern economic conditions is expressed by the size and
structure of their capital. So there is quastion about at the expense of what property, at the expense of what sources
(own or borrowed) of its acquisition and in what ratio should be formed the total capital of separate enterprise? Its
solution requires only an individual approach [12-16].

Only optimal approach to the ratio of structural elements of capital for different enterprises or for one
enterprise for the entire term of its operation cannot be determined. However, the process of choosing a rational capital
structure of the enterprise should be carried out on the basis of the formation of the target capital structure.

So the dilemma of an enterprise's choice of one or another structure of its capital can be resolved only under
the condition of choosing a certain criterion characteristic of optimality of the ratio of structural elements of capital.
Different authors interpret the optimality of capital structuring differently according to certain criterion
indicators. [17].

For example, such authors as Van Horn, Podderyogin, Ross, [8, 12, 18] define the optimal capital structure
as a certain ratio of equity and borrowed capital, which leads to the maximization of the value of the company's shares.
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That is, as a criterion for determining the optimality of the capital structure, these authors determine the maximum
price of shares of enterprises.

The second group of authors determine value of the enterprise (firm) as a criterion for optimizing the ratio of
own and borrowed capital . This group includes R. Clark, V.V. Kovaleva, O.0. Tereshchenko and others. Thus,
according to these authors, the goal of optimizing the capital structure of the enterprise is the formation of an optimal
ratio of various sources of financing the enterprise's activities, which maximizes the value of the enterprise itself [9,
19].

During investigation of the criterion for determining the optimality of the capital structure of the enterprise,
some authors emphasize the selection of another criterion aspect, which maximizes the value of the enterprise. This
is the ratio of profitability of own capital and financial stability of the enterprise. This criterion was highlighted by
such authors as Blank, Ivko, Kvasnytska, Kostyrko and others [2, 9, 16, 17]. Blank I.O. notes that the optimal capital
structure is such a ratio of the use of own and borrowed funds that ensures the most effective proportionality between
the coefficient of financial profitability and the coefficient of financial stability of the enterprise, that is, its market
value is maximized [2, 213 - 214].

Thus, the problem was considered the most detailed by 1.O. Blank. In particular, it was highlighted [2, 213 -
214]:

—  optimization method of the capital structure based on the criterion of maximizing the level of predictable
financial profitability (own capital profitability). This method is based on multivariate calculations of the level of
financial profitability (own capital profitability with different capital structure). The latter is expressed through such
an indicator as the effect of financial leverage;

—  optimization method of the capital structure based on the criterion of minimizing its cost. The method
is based on a previous assessment of own and borrowed capital under various conditions of their formation,
maintenance and realization of multivariate calculations of the weighted average cost of capital and, thus, finding the
most realistic market value of the enterprise;

—  optimization method of the capital structure based on the criterion of minimizing the level of financial
risks. It is connected with the process of differentiated selection of funding sources for various components of the
company's assets: non-current assets, current assets (with emphasizing of permanent and variable parts).

During choosing a rational capital structure of enterprise, it is necessary to achieve such a capital structure
that will lead to the lowest value of the weighted average cost of capital at the same time as minimizing the risk of
excessive dependence on short-term loan funds. The prposed model is based on the optimization model of the target
capital structure of Raisa Kvasnytska, head of the Department of Finance and Banking of Khmelnytskyi National
University [3, 11].

Therefore, the rational capital structure of the enterprise will be achieved while simultaneously minimizing
the weighted average cost of capital and minimizing the risk of excessive dependence on current liabilities. The main
measures, the purpose and the expected effect of the change in the capital structure are presented in table 1.

Table 1
Purpose, measures and effect of choosing a rational capital structure
Measures Purpose Effect
. . . Minimizati h ighted- f
Increase of the share of loan capital Using the effect of tax savings Ca;)r;grlnzatlon the weighted-average  cost o
Reducing of the share of short-term | Reducing the risk associated with mainly use of | Minimization the risk of excessive dependence
loan capital current liabilities. on short-term loans

To reduce the weighted average cost of capital of the enterprise, it is necessary to increase the share of loan
capital. The coefficient of financial leverage shows the ratio of the amount of loan capital to equity and is directly
proportional to the financial risk of the enterprise. However, for the correct calculation of the choice of the capital
structure, a large level of the financial leverage ratio determines a decrease of weighted average cost of capital and at
the same time, as a rule, leads to deteriorate of the financial condition of the enterprise. That is, it is necessary to
calculate the level of financial leverage not only in the structure of sources of financing of the enterprise's property
(in the financial structure of capital), but also in the assets structure (in the property structure of the enterprise) [3, 11].

As financial stability is related to the possibility of financial support for repaying the company's debts, so
determining ways to optimize the financial rational structure of capital, it is advisable with the study of the features
of the financial structure of capital ( which is the ratio of own and borrowed capital) to evaluate its property structure.

It is the rational structure of the company's property that is a positive factor for increasing the level of financial
stability of the company. What is meant by the property structure of an enterprise's capital? Although the property
ranking of the company's capital can be carried out in various aspects, in our opinion, the property structure of the
capital should be considered in terms of all assets in circulation and property in non-monetary form.

Current assets are cash itself (both in national and foreign currency), short-term (current) financial
investments and receivables. Non-monetary property form are production stocks, work-in-progress, finished products
and goods.
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Basis for calculating the financial security of covering liabilities in relation to the borrowed capital of the
enterprise is achieved by separating current assets from non-monetary assets [3, 11].

So, in the financial aspect, we will consider the financial leverage of the property structure of the capital (the
ratio of own and borrowed capital), in the property aspect it will be the financial leverage of the property structure of
the capital (the ratio of circulate assets and in non-monetary assets).

It is necessary to determine the values of the group of indicators of the company's solvency for correct
conclusions of the formation of both the property and financial structure of the capital. In our opinion, when choosing
a rational capital structure of an enterprise based on the definition of the level of financial support for its obligations,
the dominant indicator (exactly for our study) is the ratio of quick (critical) liquidity.

The indicator of quick liquidity, or "acid test", shows how all current financial obligations of the enterprise
are secured by means of payment that it has on a certain date. Payment Means when calculating this indicator are cash,
current financial investments and accounts receivable. It is worth noting that for our study these are circulate assets.
The quick liquidity ratio is calculated as:

OLR = Cash +CiFI +R ’ (1.

where QLR — quick liquidity ratio, CFI — Current financial investments, R — Receivables, CL — moTousi
3000B’3aHHS.

It is on the basis of the calculation of this indicator we can evaluate the compliance of the share of the
company's assets in circulation with certain regulatory values. The value of this indicator should be between 0.8 and
1.2 for the metallurgical industry.

Thus the following inequality is [20, 21]:

0.8<QLR<12, )

It can be highlighted also the limit of the amount of assets in circulation, which is the most favorable for
conducting economic activity based on the limit values of the critical liquidity ratio. After certain calculations formula
is [4, 13]:

0.8£%£1.2 3)

or
CL*0.8<CA<1.2, “4)

ne CA —aktuBH B 00iry.

The obtained inequality allows to evaluate the optimality of providing the enterprise by cash, current financial
investments and receivables.

So, it is clear that for the criteria chosen by us for determining the rational capital structure of the enterprise,
the level of financial leverage in the financial structure of the capital must prevail over the level of financial leverage
of its property structure:

FLF >FLP, (5)

where FLF — financial leverage if the financial structure;

FLP — financial leverage of property structure.

The calculation of financial leverage in the property structure of the enterprise's capital is carried out
according to the following formula:

FLF=LC (6)
EC

ne LC — loan capital;
EC —equity capital.
The level of financial leverage in the property structure of the enterprise's capital is calculated as [17, 20, 21]:
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FLp= , (7)
NA

where NA — non-monetary assets.
Financial leverage in both the financial and property capital structures based on the above formulas is
calculated as:

e ®)
EC NA

Thus, using this model, Ukrainian enterprises are able to form a rational capital structure for the combined
effect of minimizing the weighted average cost of capital and reducing the risk of excessive dependence on short-term
loan funds.

But, as was proven by previous calculations, the use of only this model for the formation of the optimal
capital structure of the enterprise is insufficient, since the ratio between circulate assets and property in non-monetary
form consists with a significant advantage in favor of the former - they exceed by 6.4 times assets in material form.
It gives the enterprise certain additional opportunities to soften the financial structure of the capital in favor of loan
sources. But it led to critical risky level for studied company: loan funds exceed the amount of equity capital by 13.7
times.

As to the property structure of the capital. It is determined by the features of the enterprise's economic activity.
As to the financial structure, the sources of financing and the capital structure should be formed taking into account
the property structure of assets.

Based on this, we believe that it is advisable to add clarifications to the model of R. Kvasnytska regarding
the amount of own current assets, because a significant amount of current liabilities has led to lack of own working
capital.

Since the main condition for ensuring an acceptable level of financial stability of enterprises in trade areas
should be the presence of a positive amount of own capital and own working capital, we will analyze the trends of
their changes.

Equity working capital (EWC) characterizes that part of equity capital and equivalent funds that is used to
finance current assets. And although scientists discuss about the place of this indicator, in trade its role is important
given the peculiarities of the field related to the volume, condition and dynamics of current assets.

In summary, we believe that R. Kvasnytska's model should be supplemented with the condition of having a
positive value of own working capital. That is, for the studied company the conditions of formation of the optimal
capital structure, taking into account the peculiarities of the property structure of its assets, it will be following
conditions:

FLF > FLP,
CL*0.8<CA<CL*1.2

12
owcC >0, (12)

where OWC — own working capital.

Thus, including additional restriction the risk of loss of financial stability will not be excessive.

Also compliance with the specified conditions is possible provided rational proportions are maintained
between assets in circulation and short-term loan funds. The most active and influential components of both of these
indicators are receivables and payables, respectively. At the same time, with a synchronous decreasing of the amount
of equity due to losses, this control should be more stringent. After all, the growth of current liabilities against the
background of a sharp drop of financial results leads to excessive risk of the capital structure.

Verification of the model was performed using a model experiment. Financial data of one of the operating
enterprises were used.

Program module was developed based on proposed model, which startes to work with the main form. After
entering the data, the rational capital structure is calculated. Figure 1 shows the external design of the main form with
the results of the model.

After entering the input data in the table and pressing the "Calculation" button, calculated indicators of the
company's capital structure assessment will be obtained, which will be placed in the appropriate fields.

The application is created in the Microsoft Visual Studio environment. This product and the tools included
in it allow you to develop both console programs and programs with a graphical interface, including those with support
for Windows Forms technology, which was used during the development of this application.
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Fig. 1. The main modul form with results

The obtained results serve are information basis for management decisions regarding the optimal amount of
receivables at the enterprise.

Conclusions

Software module was created in the work to increase the efficiency of the company's activities. This module
will allow to make operational decisions regarding the management of the company's assets, namely, regarding the
balancing of the structure of assets and liabilities to restore financial stability and increase profits.

The model of R. Kvasnytska was chosen as the basis of this system. The essence of the model is that all
property is divided into circulate assets and assets in non-monetary form.

It has been assumed that the circulate assets are financed at the expense of loan sources, and property in non-
monetary form are financed at the expense of own funds. For this purpose, the financial leverage of the financial
structure and the financial leverage of the property structure are calculated, and additional restrictions are introduced
regarding the ratio of circulate assets and loan funds

Approbation of the model on the data of the investigated enterprise proved that despite the fulfillment of all
requirements, the capital structure remains excessively risky. So int the article proposes to improve the model by
introducing an additional limitation is the need to have a positive amount of own working capital. So improved model
with additional restrictions was proposed. Modeling on the basis of the proposed model made it possible to form such
a system of management of funding sources, which minimizes financial risks even with the predominance of short-
term loan funds.

Range of short-term loan funds has been formed for studied company based on proposed model, wthin
which financial stability will be remain acceptable even with a small amount of equity capital.

Thus, the application of the created software module based on the proposed model in the process of work
will make it possible to clearly and timely assess the level of the company's receivables.
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TIME MANAGEMENT WEB -ORIENTED INFORMATION SYSTEM BASED ON THE
MERN TECHNOLOGY STACK

The problem of fleeting time and its effective use has deep roots in human history. Many generations have asked the
question of what time is, how it can be controlled, and if it cannot be controlled, how to deal with this enormous influence on human
life. Time is the most valuable resource that you have to learn to manage. The more we manage to do, the better the quality of our
work and life in general. And in the condiitions of digital transformation and acceleration of changes, a clear order sometimes helps
to maintain focus on goals, not to deviate from the course, and, ultimately, to be in demand in the labor market.

The main drivers of the time management system are management methods and technigues. Techniques allow different
ways to compose a plan for different periods and evaluate priority. The methods, in turn, solve the issue of the implementation of
this plan. The implementation tool is no less important, and here information systems have offered themselves very well. The
possibility of dynamic planning, scalability, a system of reminders, and a system of rewards - all reflects powerful solutions for the
Introduction of time management.

This work offers an overview of the process of developing a convenient information system with time management methods.
A study of time management methods was conducted. An information model was developed that combines Pomodoro technigues,
ABC analysis based on the Eisenhower principle, and Getting Things Done. This model allows you to classify tasks according to the
degree of importance, divide them into different groups and lists, assign time for long-term and short-term tasks, and analyze the
degree of completion of each task and the work as a whole.

Modeling of the information system was carried out using the unified modeling language UML and its diagrams of
precedents, deployment, classes, packages, and components, which simplify the creation of the application logic and reflect the
structure of the application. The design of the system was also carried out using the creation of a prototype in the online vector
service Figma. The information system is implemented as a client-server web-oriented application based on the MERN technology
stack. React is used to develop the web application interface, Node.js, and the Express.js framework for the application server, which
implements the creation and request of APIs for communicating with the document-oriented database management system MongoDB
using the mongoose module.

Keywords: time management, client-server architecture, MERN technology stack, Eisenhower matrix, Pomodoro technique,
ABC analysis technigue

HATAJIIA COKOJIOBA, MAPUHA TIETPUT'A, TETAHA BYJIAHA

HarmionanpHuii TeXHIYHHN yHIBEpCHTET «JIHIIPOBChKA HOITEXHIKa»

BEB-OPIEHTOBAHA THOOPMAIINHA CUCTEMA TAMM-MEHEDKMEHTY HA
BA3I CTEKY TEXHOJIOI'TI MERN

[Ipobnema LWBNAKOMN/IMHHOCTI Yacy Ta Moro eQekTUBHOIrO BUKOPUCTAHHS MAE [/IMOOKE KOPIHHS B ICTOPIT /1l04CTBa. barato
[10KO/TiHb 33AAETLCS MUTAHHS YO TaKe Yac, sIK IOro MOXHA KOHTPO/IOBATH, a SIKLO HOro HEMOXJ/INBO KOHTPO/IIOBATH, SIK 06XOAUTLCS
3 YUM BEIMYEIHMM BI/IMBOM Ha JIIOACHKE XUTTA. YHYac — Le HaviLiHHILLMi pecypc, 3 SkuM Tpeba BYUTUCS MOBOAUTUCS. Yum GiybLue
334YMaHOro My BCTUrGEMO 3p06UTH, TUM KpaLLa sIKICTb HaLloi pobOTH Ta XUTTS B Lii/IoMY. A B yMOBax Un@poBoi TpaHc@opmaLlii 1a
TIPUCKOPEHHS 3MiH, YITKE PO3TOPSLAKEHHS YaCOM [OMOMArae 36epiratv QOKyC Ha LifisiX, He BIAXWISTUCA BIA KypCy i, 3pelToro, byt
3aTpebyBaHNM Ha PUHKY rpaLl.

TOsI0BHUMN PYLLISMU CUCTEMM TakiM MEHEKMEHTY € METOAM Ta TEXHIKU 3 YrIPaB/IiHHS. TEXHIKU [O3BOISIOTE Di3HIMMN
LLIISIXaMYM KOMITOHYBATY /1aH Ha PI3HI EPIoAV Ta OLIIHIOBAaTV rpiopuTeT. MEeToan B CBOKO YEPry BUPILLYIOTE [TUTAHHS BUKOHAHHS LIbOrO
n1aHy. He MEeHLL BaxsmBuM € IHCTPYMEHT pearizauil, | TyT Ayxe 406pe cebe 3arporioHoBam iHGopMaLiviHi cuctemu. MoxsmsicTs
ANHAMIYHOIO 1/18HyBaHHS, MaclUTabHOCT], CUCTEMA HAradyBaHb, CUCTEMA HarOpoAXXeHb — BCE Lie BIA0BPAXKaE MOTYXKHI PilleHb /15
33IIPOBALKEHHS TaIM MEHELKMEHTY.

B fiaHivi poboTi 3arporoHoBaHo Or/is4 MpoLEeCy PO3PO6KU 3pyHHOI IHEOPMALIIVIHOI CUCTEMY 3 METOABMM TakM MEHELKMEHTY.
[IDOBEAEHO AOCIIKEHHS METOLIB TakiM MEHEKMEHTY. Po3pobrieHa IHPOopMaLIiviHa MOAENb, SKa TOEAHYE TexHikv [Tomogopo, ABC-
anasnizy Ha OCHOBI rpuHumry EviseHxayepa, Getting Things Done. [aHa Mogesb [03BOJISE MPOBOANTHU Kiacuikauio 3agaq 3a
CTYreHEeM BaX/IMBOCTI, PO3IIOAIIATY iX B PI3HI rpyrv 1@ CIIUCKY, MPU3HaYaT Yac BUKOHAaHHS JOBIOCTPOKOBUX Ta KOPOTKOTEPMIHOBUX
3aBAaHb, MPOBOAUTY aHA/I3 CTYIEHSI BUKOHAHHS KOXHOIro 3aBAaHHs 1@ poboTu B Li/IOMY.

[IpoBEAEHO MOAEIIOBAHHS THPOPMALIVIHOI CUCTEMM YHIIKOBaHOKO MOBOKO MoAeoBaHHS UML Ta ii giarpam rpeyeseHTis,
PO3ropTaHHsl, K/1aciB, 1aKkeTIB, KOMIIOHEHTIB, SIKi CrIPOLLYOTL CTBOPEHHS JIOriKv AOAATKY Ta BIJOOPAXAKOTL CTPYKTYPY A0AATKY. TaKox
[IPOBEAEHO TPOEKTYBAHHS CUCTEMU 33 L[OMOMOIOH0 CTBOPEHHS MPOTOTUITY Y BEKTOPHOMY OHJIaWH CEPBICi Figma. IHgopmaLiviHa
CUCTEMA pEAasli30BaHa 'y BUIVIAI KIIEHT-CEPBEPHOIO BEO-OPIEHTOBAHOMO A0AATKY Ha OCHOBI cTeky texHosorii MERN. React
BUKOPUCTOBYETHCS V15 PO3PO6KY IHQTEDIEVCY BE6-A04aTKy, Node.js Ta pelimBopk EXpPress.js 415 CEpBEPa A0AATKY, A€ PeaizoBaHi
CTBOpEHHSI 1@ 3armT API A1 KOMYHIKYBaHHSI 3 [OKYMEHTO-OPIEHTOBAHOIO CUCTEMOKO yrpassiiHHA 6a3zol gaHnx MongoDB 3a
AOrOMOror MoayJisi mongoose.

KI1t040Bi C/10Ba. TakiM-MEHELKMEHT, KITIEHT-CEDBEPHA aPXITEKTYPA, CTek Texrosorivi MERN, matpuus EVi3eHxayepa, TexHika
Pomodoro, merognka ABC-aHasnizy

Introduction
Back in the days of ancient Rome, the famous thinker and statesman Lucius Annaeus Seneca reflected in his
first of the «Moral Letters to Lucilius» on how not to waste time: «Time is the only and most valuable resource you
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possess. Be strict with your time, know what you're spending it on, and appreciate when others give you their time.»
Also, Seneca kept constant records of time in written form, just as he kept records of money [1].

A person's life and well-being are affected not only by a well-organized professional sphere, but also by the
ability to self-organize. If there are opportunities that you don't want to lose, there is a need to realize your desire to
have more and more space and responsibility for the ability to manage your plans.

Currently, the pandemic has provided even more free time. According to the Prometheus educational
platform, during the pandemic, the number of active students of online courses increased 4 times, but the average rate
of people completing the selected courses is only 13% [2, 3]. There are many reasons for this, but good time
management can solve the issue of effectively managing your plans for any period and timely analysis of the already
traveled path. Time management is a set of tools, methods, processes of rational, conscious control over the amount
of time spent on a certain activity, aimed at increasing efficiency and productivity. The term expanded its meaning
not only as control of work activities, but also of personal ones. Time management methods have reached various
solutions for balancing goals related to family, hobbies, and self-development [4].

Time management allows you to solve various problems of human efficiency and work capacity: self-
management, setting goals, focusing on the most important on a certain path, achieving results. Thanks to time
management techniques, labor productivity increases, which in turn motivates to do better and achieve the maximum,;
responsiveness to relevant life challenges increases; it is possible to analyze the importance of mandatory or
unnecessary questions [5].

Time management includes such actions as setting a goal, creating a plan, prioritizing, organizing work,
decomposing as needed, delegating resources, monitoring and analyzing the path traveled, creating your own work
system based on the analysis. The tool is suitable for creating various plans with different terms and substances. These
plans can be divided into projects, detailed plans, or a simple list of tasks. In turn, these processes turn into a plan with
a to-do list, schedule, calendar [6].

At the same time, time management has many human factors of the inability to correctly reproduce and the
consequences of this inability - procrastination: a state when, in the process of work or study, any unexpected small
message, not necessarily important, attracts all attention and concentration to itself and distracts from performing
important tasks by switching away from unimportant ones, such as scrolling through the news feed, for example. This
is solved by self-discipline, which in turn is a reward system or statistics of time spent on useless, unplanned
actions [7].

Related works

There are a lot of applications that to some extent implement certain time management methods, for example,
the implementation of the full Pomodoro method or the use of only the so-called time-boxing [8], but almost none of
them implement time management comprehensively.

Web-based productivity, self-improvement, and habit-enhancing application with the ability to gamify
processes and accomplish tasks while staying motivated and having fun at the same time, Habitica [9]. It has functions
of to-do list management, task checklist, habit formation, functional Kanban board tracking, healthy and unhealthy
habit analysis, which influence the reward system. Disadvantages include the complex appearance of the site, the
inability to create your own groups of tasks, the gamification of the reward system can cause game addiction,
conditional free, because full functionality can only be obtained through a paid plan.

A program for managing tasks to improve productivity Tweek [10]. This tool is built based on of a weekly
calendar view without hourly planning, provides the ability to view weekly tasks, has checklists and subtasks,
including recurring tasks, and is synchronized with Google Calendar. The disadvantages are the lack of ability to
create lists of groups or folders, analysis of task performance.

MyLifeOrganized [11] is a task, project, and habit management tool designed to balance the simple with the
complex. Once the data is loaded, the tool will create a simple list that contains only those actions that require
immediate attention. The application has the functions of working with a to-do list, time tracking, mobile access,
creating subtasks, but there is no calendar function, and as a drawback, it is worth mentioning the high monthly
subscription fee.

Clear [12] is a simple to-do list app that allows you to cross off items on a list, but is only available on the
108 platform.

Purpose
An important factor in successfully mastering skills and using time management with the help of applications
is the ease of use of the platform. This is influenced by the adaptability of the Web application and good UI/UX, ease
of interaction with the functionality, cross-platform. In addition, for the psychological side of the issue, the ability to
analyze usage in the form of statistics and a reward system is important, therefore the development of a convenient
time management information system that combines basic time management techniques in its implementation is
relevant.
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Proposed technique

To implement time management, it is recommended to analyse of time use and planning for each equivalent
period based on what has been done before this period and what is planned for the next. Such an opportunity is
provided by the technique of prioritizing tasks for time management "ABCD analysis", or analysis according to the
Eisenhower principle. According to legend, the matrix was invented by the 34th president of the USA, Dwight
Eisenhower, and he used the matrix during his presidency. There was no official confirmation of this. In 1984, the
matrix was first described by Lothar Seivert [13]. The technique is based on sorting categories of big data into groups,
which uses the principles of importance and urgency [14] (Fig.1).

F Y

A

wichtig & weniger wichtig & dringend
dringend

Wichtigkeit

C

weniger wichtig & weniger wichtig &
weniger dringend dringend

L J

Dringlichkeit

Fig.1. The Eisenhower matrix

Tasks are classified as follows:

a) Type "A" - important and urgent, do not delegate to anyone and do as soon as possible;

b) Type "B" - important and non-urgent, do not delegate to anyone, but set a deadline or delegate to
subordinates and leave time for control,

¢) Type "C" - unimportant and urgent, must be delegated to subordinates if they do not need to have special
knowledge and skills;

d) Type "D" - unimportant and non-urgent, it is advised to abandon the tasks of this group altogether.

The technique of Brian Tracy, a specialist in self-development, is formulated as follows: "eat a frog for
breakfast", where the frog is the most difficult task for a certain day, then the rest of the work will be completed almost
effortlessly [7].

The Pareto technique [15] is a continuation of Brian Tracy's technique, which is useful when several task
directions compete for attention. In the final step of the analysis of the profitability of each task, the one that will bring
the overall benefit is chosen. This technique should be limited to the exclusion of important problems at the discretion
of the performer, which at first glance and at a specific moment in time are not big, but have a claim to grow over
time. This technique is more useful in combination with analytical tools, such as the analysis of the types and
consequences of failures, which analyzes and identifies the most critical steps of production processes for the purpose
of quality management, and the analysis of the "tree of failures", which with the help of graph edges and logical
operators links element failures with object failures. Also, this technique is called the "80/20" rule, where only 20%
of all cases provide 80% of the desired result.

The ABC-analysis technique is similar to the Pareto technique. Tasks are divided into three groups, according
to their importance, which is based on three laws [16]:

a) Type "A", or the most important cases, which are equal to 15% of the total number of all cases. These
cases provide about 65% of the desired result;

b) Type "B", or important tasks, which are equal to 20% of the total number of all cases. In turn, the
significance of these cases is 20% of the desired result;

¢) Type "C", or unimportant tasks, which are equal to 65% of the total number of cases. Their contribution is
15% to overcome the goal.

It can be seen that the latter techniques involve a third-party solution to the importance of the task. In the case
of the Eisenhower principle, at the stage of providing a classification for the "unimportant, urgent" group, it is
necessary to additionally determine the degree of preparedness of the subordinate to whom the task will be delegated.
The method of determining this argument is at the discretion of the user, which makes each existing case of using
these techniques unique and subject to extensive analysis.
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There is a combination of ABC-analysis with the Eisenhower principle (Fig. 2). It does not solve the fallibility
of determining importance, but it reduces the amount of data for selection and analysis.

A Important AND Urgent
B Important OR Urgent

C NON Important MON Urgent
D Non-important | Non-urgent | Mon-nessesary

Fig.2. Combination of ABC with the Eisenhower principle

It has the following three type groups:

a) Type "A", or important and urgent. In a real case, no more than one or two such tasks per day. You need
to solve such a task or tasks yourself with increased attention;

b) Type "B", a task that is either important and non-urgent, or unimportant and urgent. In this type, the task
owner must either make an artificial deadline to complete the task personally, or delegate to a subordinate and leave
time for review;

c) Type "C", a task that is not important for various non-business purposes and has an indefinite deadline.
Such deliveries must be delegated to a subordinate.

You can ignore the option of type "D", which are unimportant and non-urgent, most often these tasks are not
necessary for business purposes or work, but if they bring pleasure or recreation, then they can be kept.

A normal working day or the solution of business tasks should contain or should be performed first only
those tasks that have the type "A" and "B", or "A", "B" and "C" [14].

The Pomodoro method is suitable for learning and work [17]. A 30-minute period of time is called a tomato
- 25 minutes for work and 5 minutes for rest. In its simplest form, it works like this:

¢ make a list of tasks for the day based on your priorities;

e turn on the timer for 25 minutes, start working;

e after 25 minutes, take a break of 5-10 minutes (warm up or refresh the drink);

e after four tomatoes, take a long break for 15-20 minutes;

e continue to work for 25 minutes. After completing the task, cross it out and move on to the next one.

The Pomodoro method helps you get more done in less time. At the same time, workaholics also use it: they
limit themselves in order to rest. When working on a timer, the user knows the value of his time, works more
productively, manages expectations, trains willpower and prevents burnout. The timer is called "tomato" (Pomodoro)
because Francesco Cirillo originally used a small kitchen timer in the shape of a tomato.

GTD, Getting Things Done, or the technique to make tasks get done, was created by David Allen [5]. The
basic idea of the technique is to finish all the small tasks as soon as possible and break the big task into small ones.
The reason for looking for this kind of solution was the warning of information overload, when the list of tasks
becomes larger every day and is not solved so quickly. The practice of this technique is to put tasks and ideas on paper
or not and organize them as quickly as possible so that it is easier to control them.

Results

A time management model has been developed that combines the GTD, Pomodoro and task list methods as
follows: it is recommended to create a general task list and a daily task list, which consists of tasks from the general
list for a given day. An alternative is to create lists of unimportant tasks. Tasks are prioritized as follows: they are
numbered in the order of their importance and are done in this order, they are placed using a technique similar to the
ABC method, where type "A" includes tasks for a day, type "B" for a week, type "C" for a month and method
prioritization, where A-types include undesirable tasks (Pareto technique) when they are done, others are easier to do,
and B-types and C-types can follow the same idea, but instead of necessarily doing exactly an unwanted task, avoiding
it will motivate you to do all the other tasks to avoid it.

For the convenience of the user, an implementation in the form of a Web application using the Mern stack
was chosen, the key components of which are:

1. MongoDB is a cross-platform, document-oriented database. Data is stored in flexible documents using a
special query language based on JavaScript Object Notation.
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2. Express. A basic platform designed for creating Web-applications. The platform is an original solution due
to its minimalist structure and high speed of operation.

3. React is a JavaScript library designed for organizing user interfaces. The interface uses a functional
programming language, not just templates. The main advantage is the execution of the code both in the browser and
directly on the server.

4. Node.js is a cross-platform environment used to execute JavaScript. Built on the Chrome V8 JavaScript
engine, the platform is used for scalable Web-applications.

The Mern technology stack is a full-stack development, that is, client-side, server-side and database
development and the connection between them. The application has a three-level architecture model (Fig. 3).

CLIENT SERVER DATABASE
Request
BROWSER HTTP NODEJS data
reguest - -
HTMLICSSMS - EXPRESS J3 MongoDB
“ A Fesponse
REACT HTML CORS data
page
MOMGOOSE

Fig.3. A three-tier application architecture model

The Web-server is the presentation layer and provides the user interface, content is developed using HTML,
CSS and Javascript, React. The application server corresponds to the middle layer, which contains the business logic
used to process user data. This layer is developed using Node.js and the Express.js framework. A database server is
the data layer or server layer of a Web-application. It runs on database management software, in the case of this project
and chosen stack, MongoDB. React is used to develop the Web-application's infrastructure, Node.js and the Express.js
framework for the application server, which will implement the creation and request API for communicating with the
document-oriented MongoDB database management system using the mongoose module.

The structure has a number of advantages, for example, it gives a lot of freedom to update or replace only
certain parts of the program without affecting the product as a whole. This allows the application to be extended quite
easily by separating the front end from the databases chosen according to the individual needs of the client, while at
the same time critical components of the application can be encapsulated and preserved while the whole system
continues to evolve organically.

For the developed system, deployment diagrams were constructed to visualize the topology of the physical
components of the system and component diagrams to model the physical aspects of the system (Fig.4.). Component
diagrams are used to describe components, while deployment diagrams show how they will be deployed in hardware.

The deployment diagram represents the three components of the hardware topology of the system: the client-
side server, the Web-server, and the database (Fig.4,a). The component diagram of this project (Fig. 4,b) depicts the
client side with the React.js program, the server side with Node.js and the database. React.js is based on a Single Page
Application (SPA), and this avoids loading a new page with each action and greatly simplifies the user experience.

The following functions were defined for the system:

e  creating a user;
creation of groups;
task creation;
task review;
assignment of eigenvalues for the Pomodoro timer;
analysis of satistics.
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FrontEnd Server - Browser

React.js Database Server

Application MongoDB

JSON
JSON——————¥|

Backend Server - Node.js

Express

API ol

% Mongoose

a)

<< device>> WebServer

<<execution enviroment=>

Node.js
<<devicez> Express.js App 4‘:’-*1'5'9‘-459}'}
‘User Client :DatabaseServer
App logic
<<Web N <<databases{=
Broweser>> | | <<protocol>> | » MongoDB
HTTP

Express middlewars

=<=DB Driver==
Route MongoDB Node.js
mongoose

b)
Fig.4. Visualization of the topology of the physical components of the system to model the physical aspects of the system:
Component Diagram; b) Deployment Diagram

UML case diagrams, which model system functionality using actors and use cases, were defined for design
choices and development priorities. Diagrams of precedents for this project with a list of all possible actions (Fig. 5).

Create user

Review tasks W Set new values for

Pomaodoro

User

Add a group

Add a subgroup

Add a task T

Review statistics l Manage user

Delete user

Manage a group

User

Delete a group

Delete a task

Manage a task Manage a subgroup

_

X

User

Fig.5. Precedents Diagram

T Delete a subgroup

1

X

User

MDKHAPOJIHUI HAVKOBUI KYPHAJI .
«KOMII’IOTEPHI CUCTEMMUM TA ITH®OPMAIIWHI TEXHOJIOT TI», 2022, Ne 4



INTERNATIONAL SCIENTIFIC JOURNAL
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

ISSN 2710-0766

The class diagram represents the static view of the application. It represents the types of objects in the system
and the relationships between them. The class diagram of this project has a type of relationship with composition, that
is, if a user is deleted from the database, then all groups and tasks created by him are deleted. Also, if a user is created,
it can have many groups, or none, but if a subgroup of groups is created, or a task in a subgroup, then there can be
from one to many in the parent class (Fig. 6).

User Groups Subgroups Tasks
+ email + userld + groupld + subGroupld
+ username + groupld + subgroupid + text
B it * * .
+ password 0. + groupTitle 1.* | + subgroupTitle 1. N description

createllser():

deleteeUser{userld):

getSubGroups{groupld): Array
delete Group(groupld):

getTasks(subGroups|d): Array
deleteSubGroup(groupld):

+ priority
+ dueDate

+ createdAt

editUser(userld): editGroup(groupld): editSubGroup(groupld):
getGroups(userd): Aay createGroup(): createSubGroup(): + checked
+ group
createTask():
deleteTazk(id):
editGroup{id):
Fig.6. Class diagram
The object diagram reflects the specific (actual) behavior of the system (Fig. 7).
Object:User | Object: Groups ‘ Object:Tasks
_id: Ohjectld _id: Objectld _id: Ohjectld
email; { n | userld: Objectld subgroupld: Objectld
type: String qroup: [{ task: [{
required: true groupTitle: Siring text: String,
H 1 aroupld: String description: String
username: { H group: String
type: String priority: String
required: frue 1 n N dueDate: Date
H i createdAt: {
password: { - y n type: Date
type: String Object: Subgroups default: Date.now|
required: true . - H
H _|d: Db_lectld 1 updatest: {
groupld: Objectid type: Date

i

subgroup: [
groupTitle: Sfring
groupld: String

i

default: Datemow

checked: Boolean

Fig.7. Object Diagram

The server part consists of the following modules (Fig. 8):
e config — file with services, project services;
e routes — is a file with all paths, "routes", with specified callback functions;
e models — designed database tables;
e controllers — file with appropriate callback functions for paths.

Server Additional moduls
> Config Models €
* Controllers Routes L3

Fig.8. The structure of the server part
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The following tools were used to develop the server:

cors is an HTTP header-based mechanism that allows the server to specify any sources (domain,
scheme, or port) other than its own from which the browser should allow resources to be
downloaded;

dotenv is a zero-dependency module that loads environment variables from an .env file into
process.env;

express is a Node.js framework designed to quickly create APIs and facilitate node js work;
mongoose is a MongoDB object modeling tool designed to work in an asynchronous environment;
nodemon is a tool that helps develop Node.js applications by automatically restarting the node
application when directory file changes are detected;

jsonweb token is an open standard that defines a compact and autonomous way to securely transfer
information between parties as a JSON object;

beryptjs is a password hash function;

body-parser — parses the body of incoming requests in the middleware before the handlers are
available in the req.body property.

The client part has the following structure (Fig.9).

¥ v i 4
Root Pages Components » Pomodora
Additional moduls Enter Tasks < » Signup
Home SubGroups - » Login
Groups < » Header
Analytics <

Fig.9. Structure of the client part

A batch diagram, which is a type of structure diagram, shows the location and organization of model elements
in a project. This project has the following lIJatch diagram shown on Figure 10.

Al
A
| | |
Task - ] Tasks “t SubGroups
< S
config routes F:l
A
] ) | | |
models ) contrullersl Analytics Pomodoro Groups
A A
A | Al A |

Login Signuo
"f’] components L-- 'l?

Server —l ¢

A , A
"" ‘:“:l pages

client y ' 24

Home Enter

Fig.10. Batch diagram
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With the help of the online vector service Figma, a prototype of the Web application was developed, which
made it possible to test, simulate and virtually explore the usability of the product before its creation. The application
has a minimalistic UI/UX design (Fig.11, 12), easy to use, and has a good emphasis on the components that the user
interacts with. By using the React library and implementing a one-page creation method, the user does not waste time
loading pages, thanks to the library's component approach. This increases the user experience with the site and its ease
of use.

0 resctive X |+ v = 0 x

& 3 C @ locahosti000 a2« »00

Manager maryns () (TR cooer]
Groups Tasks Task

Add group filer Uncompler v Sort Date. i Title: Call specialist

s oms

Description: AJAX

Group: Home:
Actwate

Due to: 2022.06-23
Call special =
specialist Priority: Medium

[ o | Y

25:00 > Session length: \15700/} +  Break length

Fig.11. Screenshot of the main page

Analytics

1 yeems ke you have great statistic. Let's see what you did!

Total completed tasks: 56

Total big tasks closedt 10

Login

Mot tegistred yet? Sign up!

Total small tasks chosed: 46

Enter email S Total tasks closed this weeks 6

Enter usarmame Tota ashsclosed afer e daye 0
Enter usermame
Password
§ 10u B good resU. Keep up the good work
Lagin

a) b) )

Fig.12. Screenshots: a) the Login screen; b) the task creation window; c) the analysis module window

Conclusions

The work developed a model that combines basic time management methods. Modeling of the information
system based on a 3-level architecture based on the MERN technology stack was carried out using the unified
modeling language UML and diagrams of precedents, deployment, classes, packages, components, which simplify
the creation of the application logic and reflect the structure of the application. The design of the system was also
carried out using the creation of a prototype in the online vector service Figma. A Web application with basic time
management methods has been created.

As aresult of the work, a user-friendly developed Web application was obtained with basic time management
methods such as the Pomodoro timer, the ability to divide tasks into groups and subgroups and the priority of tasks
and analyze the result with a minimalistic UI/UX design for convenient implementation of time management.

In the process of development, a system of rewards and incentives for completing tasks, which will be
integrated into the system in order to motivate the user.
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ANATOLIY SACHENKO, OLEKSANDR OSOLINSKYI, VOLODYMYR KOCHAN,

OLEH SACHENKO, PAVLO BYKOVYY, DIANA ZAHORODNIA

West Ukrainian National University

CONCEPT OF INTELLIGENT MEASURING SYSTEM FOR ANALYZING THE
ENERGY CONSUMPTION OF 10T MODULES

The conducted analysis showed the shortcomings of known techniques for measuring MCU (microprocessor systems and
IoT moalules - hereinafter MCU) current consumption.

In order to improve self-powered systems, designed to perform complex algorithms (learning ANNs, searching for signatures
of suspicious software code, etc.), it is necessary to minimize the energy consumption of software, since hardware of modern MCU
has low consumption. Optimizing MCU software in terms of energy consumption requires experimental studies of the energy
consumption of the executfon of instructions, commands and programs. Due to the lack of specialized measuring equipment that has
sufficient accuracy (the error must be less than the difference in power consumption of instructions and commands) and immunity to
Interference, known models do not allow optimizing the software in terms of power consumption and thereby increasing the operating
time of autonomously powered systems without recovery battery charge. And this is important for MCU and IoT modules operating
In remote locations, dangerous for people, and critical infrastructure systems. However, a direct study of the energy consumption of
MCU instructions, commands and programs as part of IoT modules is very time-consuming. RISC microcontrollers have few
commands, but many modes of their execution, so it would be necessary to investigate 10-20 thousand options. It is proposed to use
the methods of artificial intelligence for the classification of teams and the forecast of energy consumption of those teams that were
not studied.

The basis of the concept of a measuring system for the analysis of current consumption of smart devices and IoT modules
can be the architecture developed in this paper. At the same time, a more detailed study of them and provision of noise protection,
In particular, due to non-contact measuring devices, is required.

Keywords: self-powered system, complex algorithm, software power consumption.

AHATOJIII CAYEHKO, OJIEKCAH/IP OCOJITHCHKUI, BOJIOAUMUP KOUYAH,
OJIET CAYEHKO, TTABJIO BUKOBUIA, JIAHA 3ATOPOTHS

3axiqHOYKpaTHCHKUH HaI[lOHAJIBHUH YHIBEPCUTET

KOHIIEIIIISA BUMIPIOBAJIBHOI CUCTEMM JJIS1 AHAJII3Y CIIOKWBAHHS
CTPYMY PO3YMHUMMU ITPUCTPOSAMU TA MOAYJIAMHU 10T

[poBeserHmi aHasi3 MoKa3aB HEAOIKYU BIOMUX METOANK BUMIPIOBAHHSI CTPYMY CIOXUBAHHS MIKDOKOHTPO/IEPA.

3 METO BAOCKOHA/IEHHSI CUCTEM 3 ABTOHOMHUM XUBJIEHHSIM (MiKporipoLecopHux cuctem 1a IoT mogysnis — Hagani MK),
MIPUIHAYEHNX [/IS1 BUKOHAHHSI CKIIBAHWUX anroputMis (HaB4aHHs LLUIHM, rolwyk curHatyp rigo3pinioro rnporpamMHoro Kogy 1a iH.),
HEOOXIAHO MIHIMI3YBATH €HEPrOCITIONUBAHHS MPOrpPamMHoro 3abesrneqeHHs (113), ockinbku anapatHe 3abesneqeHHs (A3) cydacHnx MK
Mae Masie crioxuBaHHsa. Ontumizadisi 13 MK 3@ eHEProcrioXMBaHHAM BUMArae EKCIIEPUMEHTE/IbHNX AOCTIIKEHb EHEPrOCTIOXNBAHHS
BUKOHAaHHS [HCTPYKUIY, KOMarg I rporpaM. Y 383Ky I3 BIACYTHICTIO CIIELa/30BaHOM0 BUMIDIOBA/IBHOMO YCTaTKyBaHHS], SKe MAae
JOCTaTHIO TOYHICTE (TIOXVOKa MA€ OyTv MEHLLIOK 38 DI3HULIK0 EHEPIOCIIONUBAHHS IHCTDYKUIM T@ KOMaHZ) | 3aBafOCTIVIKICTb, BIAOMI
MOAENI He AaroTb 3Morvn ontumizysaty [13 3a eHEProcrioXvBaHHAIM | 30i/IbLUMTU TUM CaMUM 4ac pobOTH CUCTEM 3 aBTOHOMHUM
JKUBJIEHHSIM GE3 BIAHOB/IEHHS 33PSAY aKkyMyiaTopiB. A e Baxxsmso 4715 MK 1a IoT mogy/iis, 4o npaurtoroTs y BIAAATIEHUX MICLSX,
HEOE3MEYHUX A/151 TIOAEN, T CUCTEM KDUTUYHNX [HBDACTPYKTYD. OHAK MPSIME AOCIIMKEHHS EHEPrOCIIONUBAHHS IHCTDYKLIY, KOMarA
i nporpam MK B ckiaai IoT mogysnis gyxe TpyaomMicTke. RISC MIKDOKOHTPOIEDH MalOTb Masao KOMaHg, asne 6arato pexwMiB ix
BUKOHAHHS, TOMy Tpeba bys10 bu gocrignmv 10 — 20 twcay BapiaHTiB. [IpOrnoHyETbCS BUKOPUCTATH METOAM LUTYYHOIO IHTENEKTY 419
Knacugpikadii KomaHg i rMporHo3y EHEProCrioXNBaHHS TUX KOMaHZ, SKi HE AOC/IIKYBaINCS.

OCHOBOIO KOHLIEMNLIi BUMIPIOBA/IbHOI CMCTEMU /15 aHA/1BY CIIOXKUBAHHS CTPYMY CMapT-rpuctposimm 1a IoT-mogynamm €
po3pobrieHa y CTarTi apxitektypa. [lpy UypOMy rOTPIOHE Oifiblu AETA/IbHE 330E3MEYEHHS LUIYMO33XVUCTY, 30KPEMAE, 33 PaxyHOK
OE3KOHTAKTHUX BUMIPIOBA/IbHUX MPATILIB.

Kro4oBi  C/l0Ba: cuUCTEMAa 3 ABTOHOMHUM XKUBJIEHHSIM, CKIGAHWA  a/iropuTM, E€HEPrOCIIOXUBAHHS  I1POrPaMHOro
3abe3reyeHHs.

Introduction

The main reason for difficulties in measuring the power consumption of MCU is their current consumption
as peaks synchronous with clock pulses. The reason for this is the CMOS technology of their production. The average
current consumption of the MCU was measured using a shunt and a digital voltmeter [1-9]. At the same time,
uncontrolled energy exchange led to significant errors. If the capacity of the capacitor in the power supply circuit is
1000 pF, a change in voltage on it by 10 puV corresponds to the energy of executing 25 instructions of MCU
ARM7TDMI [1-6]. Turning on the shunt between the capacitor and MCU introduces parasitic inductance [7, 8]. Even
0.1 pH at a clock frequency of 25 megahertz creates a resistance of 15 ohms. At a peak current of 50 milliamps, this
creates a voltage drop of 0.75 V. But at least the fifth harmonic, that is, a frequency of 125 megahertz, must be taken
into account. Therefore, such switching on of the shunt leads to MCU failures. The scheme of current measurement
using an operational amplifier with current consumption in the form of peaks causes MCU failures due to the limited
response speed of the amplifier [9]. The scheme for measuring the instantaneous current consumption of MCU using
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a current mirror [10] has a drawback - the effect of voltage changes on the base-emitter junction of transistors with
large current changes. MCU does not go astray. But these changes lead to changes in the voltage on the MCU up to
0.5 - 0.6 V. This creates a methodical error in the consumption current measurement, which is difficult to correct.
Therefore, the error of the models built according to the methods [10] reaches 7-10%.

The scientific idea of the authors is to combine the method of measuring the instantaneous power
consumption of the microcontroller and the method of measuring the average power consumption of the MCU, as
well as deep neural networks for predicting the energy of instructions that will not be studied, which will ensure high
accuracy of the measurement results, their mutual comparison and addition. Very often there is a situation when new
IoT modules controlled by a microcontroller are being researched and self-adaptation of the system to new types of
processor systems made by CMOS technology is necessary. An organic combination of such methods allows you to
use the advantages of each of them.

Currently, the main technology of microelectronics is CMOS. The IoT industry is rapidly developing and the
basis of all IoT devices are embedded microprocessor systems (microcontroller-based systems) with autonomous
power. Their components, manufactured using CMOS technology, have a high speed of execution of instructions with
low energy consumption. However, to date, the problem of extending the time of their autonomous operation without
recharging the batteries is a constant one. An obvious method of increasing the autonomous operation time of MCU
is to increase the energy capacity of power sources. This requires fundamental research on the creation of new
materials and their testing. The second way is to improve CMOS technologies, which is also time-consuming. The
third way is the optimization of the hardware structure, which is actively used. But it applies only to new
developments. Optimizing software by energy consumption is a promising and universal way. However, optimization
of software by energy consumption requires the development of a mathematical model of the energy consumption of
the processor core. Such a model should be based on the results of experimental studies. At the same time, existing
models have low accuracy (7-10%). To increase the accuracy, it is necessary to use equipment that ensures high
accuracy of measuring the power consumption of CMOS microcircuits, in which the current is consumed at the
moments of change in the logical state of the elements. It should be noted that today various devices are manufactured
using CMOS technology - microprocessors, microcontrollers, specialized microcircuits, memory, logic elements,
programmable logic matrices. The nature of their energy consumption is determined only by CMOS technology, and
the methods and tools proposed in this project are suitable for all these devices. However, the currently existing
methods and means of measuring the current, power, and energy of software execution have a large error, because
they do not take into account the pulse nature of the energy consumption of devices made according to CMOS
technology. The devices made as part of the preparation for the defense of dissertations by A. Borovyi and O.
Osolinskyi were separate models. They made it possible to check the possibility of achieving high accuracy of
measuring the impulse energy consumption of MCU. To ensure the possibility of developing optimal software, it is
necessary to create a specialized intelligent system that combines the above-mentioned systems in a way that makes
it possible to automate the process of researching the energy consumption of various types of MCU.

Conceptual model of the measuring system

Based on the analysis of the methods that were described in the previous section, several characteristics and
requirements were identified that must be met by the method of measuring the current strength in the MCU power
supply circuit:

1. Non-contact method of measuring the current and voltage in the MCU power supply circuit, the contact
method is permissible only with theoretical and experimental confirmation that the noise level is permissible;

2. Sufficiently small measurement error of current and voltage in the MCU power supply circuit, as well as
a bit rate sufficient to analyze the results of changes in the executable code;

3. The ability to filter out external interference that can affect the result of measuring current and voltage;

4. Possibility (if necessary) to amplify the received signal;

5. Control of the output current and voltage of the power source of the tested module/MCU;

6. The ability to control the MCU clock generator in a wide frequency range;

7. Necessity of mutual censorship of measurement results and rejection of false results.

8. The possibility of accumulating and classifying large volumes of data that will come from measuring
channels;

9. Possibility of using neural networks for Matched filter functions.

Based on this, the system architecture can be synthesized (Fig. 1).
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Fig. 1 Architecture of the intelligent system for measuring the energy consumption of IoT module

The system includes:

1. Source measure unit (SMU) — a specialized current source with the ability to measure its output voltage
and current with sufficient accuracy and resolution;

2. Device under test (DUT) — a researched smart device or IoT module;

3. Current Sensor - Non contact current sensor - in this case, it is a non-contact device for current-current
conversion
4. Amplifier - signal amplifier (current or current-voltage converter);

5. Data Analyzer — A set of software tools (software) for processing measurement results from unit 1 and 4
The Data Analyzer itself includes:

a)

b)
©)

d)

e)

The system for downloading the executable code for the IoT module, that is, special software for
MK where you can create code, compile it and download it for execution.

Software for obtaining, accumulating and comparing measurement results

A specialized program for censoring the received data from block 5.2 and rejecting false values in
the measurement database

A software module based on deep learning ANNs for parallel analysis of the boot code for the IoT
module and the energy consumption evaluation results of this code, if the data on the energy
consumption of unknown instructions is included in the array of measurement results, then this
software predicts the probable energy of executing the instructions or code fragment.

The software module summarizes the results about the total energy consumption of the executed
code and displays detailed information about code improvements or critical blocks of code where
there is the largest share of energy consumption.

The system can also include additional energy consumption analysis systems to improve the measurement
results, for example, the MK average energy consumption measurement system (X-SYSTEM) [26] This is due to the
fact that the system is divided into hardware and software parts, and blocks 5b) and 5d) above can take several vectors
of the array for measuring data.

Thus, the essence of the idea is a universal inexpensive measuring tool (system), and additional elements can
be added to increase the accuracy due to the tasks that are set before the developers of software and hardware of IoT
modules.
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Conclusions

When analyzing the methods and techniques for measuring the current consumption of MCU and IoT
modules, or other MCU-based devices, it was found that this issue requires a more in-depth comprehensive approach
to measurements. The conducted analysis showed the shortcomings of known techniques for measuring MCU current
consumption. The task is relevant because there are many MCU-based devices on the market, especially smart devices
or [oT devices, and a set of methods and tools is needed to evaluate their performance and the possible effectiveness
of optimizing the executable code.

Thus, the basis of the concept of a measuring system for the analysis of current consumption of smart devices
and IoT modules can be the methods proposed in [24-26] and the architecture developed above. At the same time, a
more detailed study of them and provision of noise protection, in particular, due to non-contact measuring devices, is
required.

References

1. T. Karnik. Technology trends, requirements and challenges for ubiquitous self-powered IOT systems deployment. 2018 Ninth
International Green and Sustainable Computing Conference (IGSC), 2018. Pp. 1-1. https://doi.org/10.1109/IGCC.2018.8752113.

2. R.Salvador, A. Sanchez, X. Fan and T. Gemmeke. A Cortex-M3 Based MCU Featuring AVS with 34nW Static Power, 15.3pJ/inst.
Active Energy, and 16% Power Variation Across Process and Temperature. 2018 - IEEE 44th European Solid State Circuits Conference
(ESSCIRC), 2018. Pp. 278-281. https://doi.org/10.1109/ESSCIRC.2018.8494312.

3. S. Persia et al. IoT Enabling Technologies for Extreme Connectivity Smart Grid Applications. 2019 CTTE-FITCE: Smart Cities &
Information and Communication Technology (CTTE-FITCE), 2019. Pp. 1-6. https://doi.org/10.1109/CTTE-FITCE.2019.8894819.

4. T. Mathanlal, J. Martin-Torres, A. Bhardwaj and M. Z. Mier. Self-Sustainable Monitoring Station for Extreme Environments
(S3ME2): Design and validation. 2018 Second International Conference on Green Computing and Internet of Things (ICGClIoT), 2018. Pp. 240-
245. https://doi.org/10.1109/ICGCIoT.2018.8753046.

5. R. Bannatyne. Microcontrollers can Tough it out in Extreme Environments. URL:
https://www.electropages.com/blog/2016/10/microcontrollers-can-tough-it-out-in-extreme-environments

6. N. Mohod. Role of Microcontroller in Automation. 2018. http://dx.doi.org/10.13140/RG.2.2.29448.24328

7. Y. Shi, G. Qiu, & N. Wang. Basic Microcontroller Use for Measurement and Control. In Holden, N. M., Wolfe, M. L., Ogejo, J.
A., & Cummins, E. J. (Ed.), Introduction to Biosystems Engineering. 2020. https://doi.org/10.21061/IntroBiosystemsEngineering/Microcontroller

8. MCU Basic Structure/Operation. URL: https://www.renesas.com/sg/en/support/engineer-school/mcu-01-basic-structure-operation

9. M. Chui, M. Collins, and M. Patel. IoT value set to accelerate through 2030: Where and how to capture it. URL:
https://www.mckinsey.com/business-functions/mckinsey-digital/our-insights/iot-value-set-to-accelerate-through-2030-where-and-how-to-
capture-it

10. G. Nick. How Many IoT Devices Are There in 2022? [All You Need To Know]. URL: https://techjury.net/blog/how-many-iot-
devices-are-there/#gref

11. Guide to reduce the Arduino Power Consumption. URL: https://diyiOt.com/arduino-reduce-power-consumption/

12. CHAPTER 2 PIC® Microcontroller Low Power Tips ‘n Tricks. TIP #5 Reduce Operating Voltage. URL:
https://ww1.microchip.com/downloads/en/DeviceDoc/01146B_chapter%202.pdf

13. F. Reverter and M. Gasulla. Experimental Characterization of the Energy Consumption of ADC Embedded into Microcontrollers
Operating in Low Power. 2019 IEEE International Instrumentation and Measurement Technology Conference (I2ZMTC), 2019. Pp. 1-5.
https://doi.org/10.1109/I2MTC.2019.8826815.

14. Successive-approximation ADC. URL: https://en.wikipedia.org/wiki/Successive-approximation ADC

15. C. W. Lai, S. Ziegler and H. H. C. Tu. High gain amplification of low-side current sensing shunt resistor. 2008 Australasian
Universities Power Engineering Conference, 2008. Pp. 1-5.

16. Low-Side Current Sense Circuit Integration. URL:
https://www.ti.com/lit/an/sboal90/sboal90.pdf?ts=1652467959102&ref url=https%253 A%252F%252Fwww.google.com%252F

17. What Is a Source Measurement Unit or SMU? URL: https://www.analog.com/en/analog-dialogue/studentzone/studentzone-
december-2017.html

18. L. Chiou, C. Yang and C. Chang. A Data-Traffic Aware Dynamic Power Management for General-Purpose Graphics Processing
Units. 2019 IEEE International Symposium on Circuits and Systems (ISCAS), 2019. Pp. 1-5. https://doi.org/10.1109/ISCAS.2019.8702405.

19. L. K. Huzmiev and Z. A. Chipirov. Energy consumption powered by graphics processing units (GPU) in response to the number of
operating computing unit. 2016 2nd International Conference on Industrial Engineering, Applications and Manufacturing (ICIEAM), 2016. Pp. 1-
4. ttps://doi.org/10.1109/ICIEAM.2016.7910995.

20. B. Dimitrov, G. Collier, A. Cruden. Design and Experimental Verification of Voltage Measurement Circuits Based on Linear
Optocouplers with Galvanic Isolation for Battery Management Systems. World Electr.Veh. J. 2019. Vol. 10. Article 59.
https://doi.org/10.3390/wevj10040059

21. Digital Isolator ADUM1100. URL: https://www.analog.com/en/products/adum1100.html

22. M. Beshley, K. Przystupa, O. Kochan, B. Rusyn, R. Stanistawski, I. Kahalo (2022). 5G multi-tier radio access network planning
based on voronoi diagram. Measurement. 2022. Vol. 192. Article 110814. https://doi.org/10.1016/j.measurement.2022.110814

23. C. Wang, H. Jiao, L. Anatychuk, N. Pasyechnikova et al. (2022). Development of a Temperature and Heat Flux Measurement
System Based on Microcontroller and its Application in Ophthalmology. Measurement Science Review. 2022. Vol. 22. Issue 2. Pp. 73-79.
https://doi.org/10.2478/msr-2022-0009

24. 0. Osolinskyi, V. Kochan, G. Sapozhnyk, A. Sachenko and O. Kochan. Stand for investigating the measuring methodical errors of
microcontrollers average energy power consumption. 2018 International Conference on Development and Application Systems (DAS), 2018. Pp.
105-109. https://doi.org/10.1109/DAAS.2018.8396080.

25. 0. Oleksandr, A. Molga, V. Kochan and A. Sachenko. Method of Ensuring the Noise Immunity at Measurement of Single-Board
Microcontroller Average Energy Within IoT Environment. 2020 IEEE 40th International Conference on Electronics and Nanotechnology
(ELNANO), 2020. Pp. 807-810. https://doi.org/10.1109/ELNANO50318.2020.9088880.

26. O. R. Osolinskiy. Advanced system measuring energy consumption of microcontrollers. Measuring and Computing Devices in
Technological Processes. 2015. Vol. 3. Pp. 104-108. (in Ukrainian)

104 MDKHAPO/IHUI HAYKOBUI XKYPHAJL .
«KOMIT’IOTEPHI CUCTEMHU TA IH®OOPMALIUHI TEXHOJIOI'TI», 2022, Ne 4


https://doi.org/10.1109/IGCC.2018.8752113
https://doi.org/10.1109/ESSCIRC.2018.8494312
https://doi.org/10.1109/CTTE-FITCE.2019.8894819
https://doi.org/10.1109/ICGCIoT.2018.8753046
https://www.electropages.com/blog/2016/10/microcontrollers-can-tough-it-out-in-extreme-environments
http://dx.doi.org/10.13140/RG.2.2.29448.24328
https://doi.org/10.21061/IntroBiosystemsEngineering/Microcontroller
https://www.renesas.com/sg/en/support/engineer-school/mcu-01-basic-structure-operation
https://www.mckinsey.com/business-functions/mckinsey-digital/our-insights/iot-value-set-to-accelerate-through-2030-where-and-how-to-capture-it
https://www.mckinsey.com/business-functions/mckinsey-digital/our-insights/iot-value-set-to-accelerate-through-2030-where-and-how-to-capture-it
https://techjury.net/blog/how-many-iot-devices-are-there/#gref
https://techjury.net/blog/how-many-iot-devices-are-there/#gref
https://diyi0t.com/arduino-reduce-power-consumption/
https://ww1.microchip.com/downloads/en/DeviceDoc/01146B_chapter%202.pdf
https://doi.org/10.1109/I2MTC.2019.8826815
https://en.wikipedia.org/wiki/Successive-approximation_ADC
https://www.ti.com/lit/an/sboa190/sboa190.pdf?ts=1652467959102&ref_url=https%253A%252F%252Fwww.google.com%252F
https://www.analog.com/en/analog-dialogue/studentzone/studentzone-december-2017.html
https://www.analog.com/en/analog-dialogue/studentzone/studentzone-december-2017.html
https://doi.org/10.1109/ISCAS.2019.8702405
https://doi.org/10.1109/ICIEAM.2016.7910995
https://doi.org/10.3390/wevj10040059
https://www.analog.com/en/products/adum1100.html
https://doi.org/10.1016/j.measurement.2022.110814
https://doi.org/10.2478/msr-2022-0009
https://doi.org/10.1109/DAAS.2018.8396080
https://doi.org/10.1109/ELNANO50318.2020.9088880

INTERNATIONAL SCIENTIFIC JOURNAL

ISSN 2710-0766

«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

Anatoliy Sachenko

DrSc  (Engineering), Professor, Professor of

JlokTop TEXHIYHHX HayK, mpodecop,

AmnatoJiii CaueHko Department for Information-Computing Systems | mpodecop kadenpu iHpOpMAITiiTHO-
and Control, West Ukrainian National University 00YUCITIOBATFHAX CUCTEM 1 YIIPABIiHHSA,
https://orcid.org/0000-0002-0907-3682 3axizHOYKpaiHCHKUI HaIllOHAJIbHUH
e-mail: as@wunu.edu.ua YHIBEPCUTET

Oleksandr Osolinskyi CSc  (Engineering),  Associated  Professor, | Kangunar TexHIYHMX HayK, JOICHT,

Ouaexcangp Ocoaincbkmii | Associated  Professor of  Department for | moment  xademnpum  indopmamiiino-

Information-Computing Systems and Control, West | 004HCIIOBAIFHAX CHCTEM 1 YIIPaBIiHHSA,

Ukrainian National University 3axigHOyKpalHChKUI HalliOHAJBHUH
https://orcid.org/0000-0002-0136-395X yHIBepCHUTET

e-mail: oso@wunu.edu.ua

Volodymyr Kochan CSc  (Engineering), Professor, Professor of | Kangunar texnidHux Hayk, mpodecop,
Bosnogumup Kouan Department for Information-Computing Systems | mpodecop kadenpu iHpOpMmariitHO-
and Control, West Ukrainian National University 00YUCITIOBATFHAX CUCTEM 1 YIIPABIiHHSA,
https://orcid.org/0000-0001-8376-4660 3axiTHOYKpaiHCEKUI HaI[lOHAJbEHAN

e-mail: vk@wunu.edu.ua VHIBEPCHTET
Oleh Sachenko CSc (Engineering), Associated Professor of | Kangugar TexHIiYHMX HayK, IOLEHT
Outer CavyeHko Department for Specialized Computer Systems, | xadenpu creniani3oBaHuX
West Ukrainian National University KOMIT IOTEPHUX CHCTEM,
https://orcid.org/0000-0001-9337-8341 3axiTHOYKpaiHChKUI HaI[lOHAJIbLHAN

e-mail: os@wunu.cdu.ua YHIBEPCHUTET
Pavlo Bykovyy CSc  (Engineering),  Associated  Professor, | Kangugar TexHIYHMX HayK, MJOILEHT,
IlaBjo BuxoBuii Associated ~ Professor of Department for | mouenr  kadempm  iHpopmauiitHO-
Information-Computing Systems and Control, West | oOuncIroBaIbHAX CHCTEM 1 YIpaBIiHHS,
Ukrainian National University 3axiqHOyKpalHChKUI HalliOHAJIBHUH

https://orcid.org/0000-0002-5705-5702 YHIBEpCHTET

e-mail: pb@wunu.edu.ua

Diana Zahorodnia CSc (Engineering), Associated Professor of | Kangugar TexHIYHMX HayK, OLEHT
Jiana 3aropoans Department for Information-Computing Systems | xadenpu iHpOpMaIIiifHO-
and Control, West Ukrainian National University 00YHCITIOBANBHUX CHCTEM 1 yIIpaBJIiHHSA,
https://orcid.org/0000-0002-9764-3672 3axiTHOYKpaiHChKUI HaI[lOHAJIbLHAN
e-mail: dza@wunu.edu.ua YHIBEPCHUTET
MDKHAPOJIHUI HAYKOBUI )XY PHAJT 105

«KOMIT'IOTEPHI CHCTEMH TA THOOPMAIIIIAHI TEXHOJOTI Ti», 2022, Ne 4


https://orcid.org/0000-0002-0907-3682
mailto:as@wunu.edu.ua
https://orcid.org/0000-0002-0136-395X
mailto:oso@wunu.edu.ua
https://orcid.org/0000-0001-8376-4660
mailto:vk@wunu.edu.ua
https://orcid.org/0000-0001-9337-8341
mailto:os@wunu.edu.ua
https://orcid.org/0000-0002-5705-5702
mailto:pb@wunu.edu.ua
https://orcid.org/0000-0002-9764-3672
mailto:dza@wunu.edu.ua

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

UDC 519.7:007:004

https://doi.org/10.31891/csit-2022-4-14

YURII TURBAL

The National University of Water and Environmental Engineering

SERHII BABYCH

Rivne Vocational College of NUBIiP

INFORMATION TECHNOLOGY FOR THE SCHEDULE GENERATION BASED ON
THE ALGEBRA OF ADDITIVE-DISJUNCTIVE FORMS AND THE MODIFIED
METHOD OF PERMANENT DECOMPOSITION

7o improve the information technology of drawing up class schedules, there is a need to develop methods that allow
significantly reduce the number of combinatorial objects in the process of algorithms for generating schedules matrices. For example,
the result of applying the method of permanent decomposition is a collection of combinatorial objects - permutations, combinations,
and placements. For the task of drawing up lesson schedules in the part of forming timetable matrices, the method provides a
memory-recorded set of all possible systems of various representatives of sets, which are the columns of the timetable matrices
(SRPS). Since the algorithm of permanent decomposition gives all possible SRPS, it creates the problem of forming the final schedule
based on SRPS or all possible variants of schedules and requires the development of special algorithms. Certain known approaches
to solving such a problem are associated with significant computational complexity in the general case. This also applies to the
approach based on the order relation of the set of decomposition matrices.

The basis of the information technology proposed in the work is the further modification of the incidence matrices and,
accordingly, such a modification of the permanent decomposition method, which allows generating ready versions of the schedule
matrices at the output. This is achieved due to the introduction of a special algebra of additive-disjunctive forms and, accordingly,
the possibility of generating such forms in the process of permanent decomposition. In fact, in this context, ADF is a formal
representation of a ready-made version of an admissible schedule that satisfies some additional requirements.

Keywords: information technology, additive-disjunctive form, permanent, decomposition.

FOPI TYPBAJI

HauioHanbHHIT yHIBEpCHTET BOJHOTO FOCIIOaPCTBA Ta MPHPOIOKOPUCTYBAHHS

CEPI'I1 BABUY

BCII PiBuencokuit paxosuii konemx HYBIll Ykpainu

THO®OPMAIIMHA TEXHOJIOI'TS CKJIAJAHHSA PO3KJIAJTY HA OCHOBI
AJITEBPU AJANTUBHO-IN3’TOHKTUBHUX ®OPM TA MOJANPIKOBAHOI'O
METOAY NIEPAMHEHTHOI JEKOMITIO3UIIII

3 METOK BHOCKOHA/IEHHS IH@OPMALIVIHUX TEXHO/IOMY CK/IAAAHHS PO3KIEAIB 38HSATH BUHUKAE HEOOXIAHICTL Yy pO3pobLi
METO4iB, O AO3BO/IAIOTE CYTTEBO CKOPOTUTU KiJIbKICTE KOMOIHATOPHMX 06 €KTIB B POLIECi poboTU a/IrOpUTMIB reHEpaLlii MaTpuLb
PO3KIa[IB. Hanpukias, pe3ysibTatoM 3aCTOCYBaHHS METOLY MEPMAHEHTHOI EKOMIIO3NLIT € CYKYITHICTb KOMOIHATOPHUX OO EKTIB —
1EPECTAHOBOK, KOMOIHALIV, PO3MILLEHD. L1159 3a4aYl CKIalaHHS PO3KIIaAIB 3aHATb B YaCTUHI QQOPMYBAHHS MaTPULb PO3K/IaLIB METOS
AAE 3armcaHy B ramsatb CyKyImHICTb YCiX MOXITUBUX CUCTEM PISHUX MPEACTABHUKIB MHOXWH, LLYO SB/ISIOTH COBOI0 CTOBITYUKM MATPULIL
po3zknagis (CPIIC). Ockifibku anroputM rnepMaHeHTHOI AeKomriosnuii aae Bci MoxsmBi CPIIC, To Le ropomKye npobremy @opmyBarHHs
OCTaTO4YHOro pPo3Kkniagy Ha ocHosi CPIIC un ycix MOX/IMBUX BapiaHTIB PO3K/IEAIB Ta BUMArae po3pobKu CrieLia/ibHuX aaropuTMIB.
OKpemi BioMI rigxoam 40 PO3BG3aHHS Takoi 3a4adqi 0B S3aHi 3 3HaYHOK 06YNCIIIOBATIbHOK CKIGAHICTIO B 3ara/ibHOMy BUNaaKy. Lie
CTOCYETHCA [ MIAX0AY HA OCHOBI BIAHOLLIEHHS MOPSAKY HE MHOXUHI MATPULIL PO3KIIEAY.

B OCHOBI iHGOPMALIIVIHOI TEXHO/ION, O IPOMOHYETLCS B POBOT), [MOK/IaAEHa 104a/Iblua MOAN@IKaLIs MaTpuLb
IHUMAEHTHOCTI Ta, BIArIOBIAHO, Taka MOogu@IKaLisa METOZY NEPMAHEHTHOI AEKOMITO3NLY], SIKa JO3BO/ISE Ha BUXO4I FrE€HEDYBATH roToBf
BapiaHtv Matpyuyb PO3KAagdis. Lle AOCAraeTbca 3a paxyHOK BBEAEHHS CrieliasbHOI anrebpu aaananTBO-an3 IOHKTUBHUX @OopM Ta
BIAMOBIAHO, MOX/IMBICTb reHEPALYi Takux @OpM B rIPOLEC) NEPMAHEHTHOI AeKoMIo3unLii. 10 CyTi, B TakoMy KOHTEKCTI AAD € @pakTudHO
GopMarIbHUM [PEACTAB/ICHHSIM OTOBOro BaplaHTy AOIMYCTUMOro PO3K/Iasy, KM 3a40BOJIbHSIE HU3KY AOAATKOBUX BUMOT.

Po3pobrieHa [HPOPMALIIVIHa TEXHOIOMbIS BUPILIEHHS 3aAaq4 KalE€HAaPHOIo /1aHyBaHHS, 30KpeMa 3agadl ¢opmyBaHHS
PO3K13AIB, € LIIICHOK CHCTEMOIO, LU0 TTOEAHYE AESKI MIAX0aM, 30KpemMa KOHQIrypauiiHmi nigxig 4o aHanizy BXigHUX JaHux Ta
a/IrOpUTMIB  QPOPMYBAHHS BUXIGHUX [OMYCTUMUX MATPULb PO3K/Ia[IB, 3aCTOCYBAHHS a/rOpUTMIB IEPDMAHEHTHOI AEKOMIO3NLI,
JIEKCUKOrpaghidHmi rigxig Ha OCHOBI BIAIMOBIAHUX [TOPSAKOBUX BIGHOLIEHD, 3/IrEBPY aanTUBHO-AN3 TOHKTUBHUX GOPM.

Kito40Bi ¢r108a.: iH@OpMaLiviHa TEXHOIION S, aAANTUBHO-AN3 IOHKTUBHE @OPME, NMEPMAHEHT, AEKOMITO3MNLIIS.

Introduction

A significant amount of most recent research has focused on the tasks of scheduling. There are numerous
excellent resources available in the cloud. The cost of performing tasks in the cloud depends on what resources are
used. Cloud planning is different from traditional planning. In the environment of cloud computing, the task of
scheduling is the biggest and most difficult issue. The task scheduling problem is the NP-complete problem. Many
heuristics have introduced scheduling algorithms, but more improvements are needed to make the system faster and
more responsive. [1]

Although a significant number of algorithms have been developed to generate various combinatorial objects,
such as permutations, permutations with repetitions of different types, and systems of subsets of some sets of elements
[2-4, 5-12], new approaches and algorithms are still emerging.
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Given the novelty of the combination of permanent and decomposition solutions within the calendar
calculation - it is difficult to rely on similar literature.

Many different task scheduling problems such as assignment, job-shop, flow-shop, vehicle routing, and other
scheduling problems have been studied intensively. The studied grid task scheduling problem in this work comes from
the task-resource assignment problem [13] which is much more complicated than the above-stated classic task
scheduling problems. Restated, a grid application is a task scheduling problem involving partially ordered tasks and
distributed heterogeneous resources, and can be represented by a directed acyclic graph (DAG) [14-17]. The
scheduling target is to find optimal task-resource assignment and hence minimize application completion time. Most
scheduling problems are confirmed to be NP-complete. Thus, many researchers have devoted their efforts to solving
task scheduling problems. The exact algorithm such as branch-and-bound method is able to find the optima of the
scheduling problem. However, the execution time required is impractical as the number of tasks and resources
increases. Hence, many different schemes have been presented for solving scheduling problems. Chen et al. [18]
combined a competitive scheme with slack neurons into Hopfield neural networks to solve multiprocessor real-time
job scheduling problems. Sandnes [19] presented a stochastic approach of employing randomization in the scheduling
of tasks in multiobjective scheduling problems. An artificial immune-system based scheme was proposed to solve the
dynamic economic dispatch problem of generating units [20]. Comparatively, several metaheuristics such as genetic
algorithm (GA), simulated annealing algorithm (SA), tabu search (TS), ant colony optimization (ACO), and the
particle swarm optimization have been effectively proposed for solving these difficult problems. Oh and Wu [21]
presented a multiobjective genetic algorithm, which aims to minimize the number of processors required and the total
tardiness of tasks. Liu and Wang [22] solved the resource-constrained project scheduling problem of minimizing
activities’ cost based on GA. And a thermal generating unit’s commitment scheduling problem was studied by a
modified GA [23]. Tabu search is an approach to prevent the search from trapping into the local minimum, and it has
been applied to solving a single machine scheduling problem with distinct due windows to minimize total weighted
earliness and tardiness [27] as well as job-shop scheduling [28].

A detailed overview of the combinatorial algorithms can be given by Knuth [3], and Ruskey [4] which
considers the concept of combinatorial generation and distinguishes the following tasks: listing—generating elements
of a given combinatorial set sequentially, ranking — numbering elements of a given combinatorial set, unranking -
generating elements of a given combinatorial set per their ranks and random selection— generating elements of a given
combinatorial set in random order.

General methods for developing combinatorial generation algorithms were studied by such researchers as S.
Bacchelli [1], V.V. Kruchinin [5, 6], P. Flajolet [ 7] and others. It is a well-known algorithm for permutation generation
[39], such as Bottom-Up, Lexicography, Johnson-Trotter [40], PIndex [41], and Inversion [42].

Additive-disjunction forms and permanent decomposition method
Suppose we have n elements (ay, a,, ..., a,,), that can be part of m sets (W;, W,, ..., W,,), and the occurrence
of the same element several times is allowed. Information about which elements are included in the corresponding
sets will be given in the form of an incidence matrix of the form:

a;  a ... Gy
Wi nyy ngp o nyy
Wy mnpp npp o Mgy (1)
Wm Mm1 Mm2 -+ Mnn
The elements (a4, a,, ..., a,,) will be called identifiers of the columns of the incidence matrix. The system

of different representatives (SDR) will be called a vector of the form:
(V1, Vg oo, V), 0; € Wy i = 1,m,v; # v, # J.

We divide identifier elements into the regular and “stream”. If the element q; is “stream”, then it must be
simultaneously written in all positions of the sample vector, where the correspondent incidence matrix column
contains non-zero elements. An arbitrary vector of samples (or a matrix, the rows of which are samples) will be called
a schedule.

The schedule

(W11, V120, V1m)s (W21, Vazo oo Vam)s o+ o (Vi1 Vizs - o5 Viem))

will be considered correct under the conditions:

LVj € {12,....m}:{vy; Uvyj U...U vy} = {njg *a Uny xa, U...Unj, * ag},

lxa=1{a,a,....q;},a;,=qa,i= m

2.Vi€{1.2,...,k}:vy; # vy, j # 7.,€lements v, vy, are non-stream.

Obviously, in the case when each element is included in each set only once and all elements are non-stream,
the matrix of incidence is

MDKHAPO/IHWIT HAYKOBUI JKYPHAJL . 107
«KOMIT’IOTEPHI CUCTEMHU TA IHOOPMANIUHI TEXHOJIOI'TI», 2022, Ne 4



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

a, a, ... ay
w, 1 1 ... 1
w, 1 1 ... 1 )
w, 1 1 .. 1
Then one of the variants of the correct schedule can be written in the form:

a, a, as ... a,

( a, as a, ... a \‘
a; a, Qas ... a, |. (3)
a, a; Ay ... Qn_q /

The rows of the schedule matrix consist of n permutations of the corresponding elements.

Let us have an arbitrary matrix of the daily timetable, dimension mx n. Consider the columns of the schedule
matrix (Ry, Ry, ...Ry). As already discussed above, the modified incidence matrix in the presence of flows was
constructed as follows. Teachers' numbers are displayed horizontally, and groups in which classes are held vertically.
Each teacher is assigned a column of the matrix in which zeros and ones are recorded depending on whether the
teacher has pairs in the corresponding groups. Moreover, if a teacher has a current pair, then we allocate a separate
column of the incidence matrix to him, marking it (you can use an index, which is the number of flow elements). Thus,
a matrix of the form is:

X1 Xy v Xp

Ri sa;y a;; o ap
A=R; [ @21 ap; azn |, 4

Rm aml amz amn

1, whenx; € R;,
0 in another case.’
Note that such an incidence matrix does not provide comprehensive information for building a schedule.
After all, in the case when the teacher has several pairs in the same group or several similar current pairs, the matrix
will still be 1. Therefore, we will consider a modification of the incidence matrix containing information about the
number of pairs. For this, instead of 1, we indicate the corresponding number. Therefore
o = {ki, when x; € Rj, k; — numbers of the lessons
1] -

else 0.
Let’s, for example, have a timetable matrix of the form:

a a a
R:(b ) a) 5)
a c d

where a,b,c,d-teachers identifiers. It is necessary to build all possible variants of correct SDR.
Construct the incidence matrix :

where o;; = {

a a" b ¢ d
R, 1.1 1 0 0
R, 0 1 0 2 0 (6)
R; 1.1 0 0 1
Let's construct the scheduling process of the modified permanent with "memorization" [1] according to the
first line:
1 Cll al l; (C) g b ¢ d a c d
permod; 010 2 0 =1§’*perm0d2 0 2 0 +1§‘p*1+111’*permod2(0 2 0)=1¢+
3\1{ 1 0 0 1 0 0 1 1 0 1

(25permods (g‘f)) 119" % 1417  (25permods (‘1“11)) ~19251¢ + 19" + 122518 + 122514,

We get all possible variants of correct SDR: acd, aaa, bca, bed.

Let's consider in more detail the procedure for scheduling a permanent. Note that a non-zero element in the
row of the matrix in the first step means the mandatory presence of the corresponding component in the schedule. In
the process of calculating the permanent, we simply use the addition operation +. However, from the point of view of
the construction of the schedule, the logic of the addition operation here is completely different, it denotes a
"disjunction", the possibility of choosing one of the options of the SRPS. If an element is multiplied, the value of
which is greater than 1, then a situation of inclusion of several components is possible. For example in an expression

25permodsy (‘;I;) = 25 * 1% + 25 = 12 addition means the obligatory inclusion of both components, since element 3
is included twice, the element of the incidence matrix is equal to 2. At the same time, in the expression
15permodsy (‘;I;) = 15 * 1% + 15 = 12 adding means choosing one of two options, since element 3 is used only 1

time. We will mark the selection operation with an iconv. In addition, when using the mandatory inclusion of the

108 MDKHAPO/IHUI HAYKOBUI XKYPHAJL .
«KOMIT’IOTEPHI CUCTEMHU TA IH®OOPMALIUHI TEXHOJIOI'TI», 2022, Ne 4



INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

corresponding element of the column to which the non-zero element of the incidence matrix corresponds, we will
reduce the value of the element of the incidence matrix by 1. thus, the expressions in the calculation of the permanent
can be interpreted not as ordinary sums, but as special operations applied to systems of different representatives or
their fragments. In this case, we will no longer have the numerical value of the algebraic constant, but we will get all
possible variants of timetables.

Lets consider examples;

1ﬁmnnmg(i?§)=15*1§+1g*1g+1§*1g=ADF=13*1gv1g*1gv1g*g
zgmwmmh(?fi)=zg*1g+zg*1g+zg*1g=ADF=

= (1418 + 11 v (A4 14+ 18515 v (1§ x 15 + 1 % 19)

Last example demonstrates an important property: in the case when the value of the multiplier element is
less than the number of non-zero elements of the expansion line, we haveCX variants of interpretation of the initial
amount in the form of ADF.

Thus, ADF is an expression that includes two operations: + mandatory inclusion and binary selectionv.

It is easy to determine the properties of the algebra of additive-disjunctive forms:

The following properties are obvious:

1. AVA=A

2. AVB=BVA

3 A+B=B+A4

4. A+A={AA}

5. A+BVC=A+(BVC)

6. A+BVC=A+B)V(A+0)

Using these properties, it is possible to convert to multiple systems of various representative configurations:
a+bvc+dve=(a+b)v(a+c)+dve=(a+b+dve)V(a+c+dVe)

=(@a+b+d)va+b+e)v(a+c+d)v(a+c+e).

Now consider the previous example from the point of view of ADF. We can modify the permanent schedule
procedure to obtain the correct ADF. To do this, at each iteration of the decomposition of the permanent, we will
analyze the occurrence of the same elements in all components of the mandatory inclusion. The condition must be
fulfilled - the total number of occurrences of the element in the mandatory inclusion block must be equal to its index.
If it turns out that this condition is violated, then the mandatory inclusion block will be considered incorrect and must
be removed. We have:

a a b c d
11 1 1 0 o b ¢ d ) a c d
permody 0 1.0 2 0 =1%¢ xpermod2( 0 2 0 |+1¢" * 1+12 x permod2( 0 2 0 |=1¢+*
3\1 1 0 0 1 0 0 1 1 0 1
(25permod3 (l(;cll)) +19" % 1410 % ( Spermods (??)) =
=ADF=1{ * <1§permod3 (gcll)) +1¢" % 1412 % <1§perm0d3 (??)) =1¢151¢ + 1¢" + 121514 v
191514 =

(121514 + 1" + 121519) v (19151¢ + 1% + 121519).

Thus, we get two variants of the timetables:

a c d a c d
(a a a) and (a a al-
b ¢ a b ¢ d

Second variant is incorrect because of 1¢ is used twice.
Taking this into account, we can introduce a procedure for throwing out incorrect situations in mandatory
inclusion blocks:
1¢151¢ +-1f’+—121g1g\/1f1§1g = 1g%;1g +-1g"+—1f1§1g\/1f150§
(191514 + 19" + 121519 v (1¢1514 + 17" + 121509) = (19151¢ + 14" + 181514

In this example, in the process of building the ADF, the property is taken into account that if the element of
the schedule is already used in the expression of mandatory inclusion and it is present in other expressions of
mandatory inclusion, then its incident value in the following expressions is reduced by 1.
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Thus, the modification of the procedure of the schedule of the permanent incidence matrix by constructing
the ADF allows obtaining all possible correct options of schedules. The proposed procedure not only solves the
problem of the coincidence of schedule elements in rows but also immediately obtains the required number of identical
elements in columns by the input data recorded in the modified incidence matrix.

Note that in the absence of situations when the teacher can have several pairs in one group in the process of
constructing the ADF, we obtain the ADF of the form (DF)+(DF)+...+(DF), where DF (disjunctive form)zlll1 * 1‘22 *
S LY 1{1 * 1%2 SIS LAV

In the case when several pairs are allowed in one group or streams, we will get additive constructions of
mandatory inclusion (DAF)+(DAF)+...+(DAF), where DAF (disjunction of additive forms) contains constructions of
the type

R B LR VE B R EARVE G B ECR T ERVAND N 6 EL R ELLRVARND W

The construction of ADF will be carried out based on the set of SRPS. Indeed, if the value of the incidence
index of some element in the SRPS is greater than 1 and equal to k, then in this case we will have Cfvariants of
interpretation of the initial amount in the form of ADF. Moreover, any combination of SRPS with k elements will be
recorded with a mandatory inclusion operation, between which there will be a selection operation. Such a procedure
will make it possible to construct an ADF based on the set of all SRPS.

First, the operation of mandatory inclusion is placed between the groups of SRPS formed as a result of the
schedule according to the first row of the incidence matrix. In more detail, mandatory inclusion groups are all SRPs
in which the first element is the element to which the non-zero elements of the first row of the incidence matrix
correspond. If the index of the element is 1, then all disjunctions will be in the group, if not, then we will have
disjunctions of all possible combinations of conjunctive blocks of mandatory inclusion. For example, if the index is
2, we will have initial groups of mandatory inclusion. Next, we will review all the SRPS sequentially by the first
elements (the current element is considered one), the second, etc.

If the first element in any group has an index of 1, then it is obvious that all the SRPS in the group is used
with the selection operation. If its index is larger, then we will have all possible combinations of mandatory inclusion
blocks connected by the selection operation. Note that the result of such a schedule is the sum of disjunctive forms,
which is guaranteed to include all the necessary elements of the first column. Next, we consider all SRPS for the
second element. The logic of further actions is to ensure the guaranteed achievement of the required number of
inclusions of the second element.

For this, we consider the second row of the incidence matrix and all its non-zero elements. Let's consider the
first element. We determine which SRPS has it. Then we define the possible options so that it is entered depending
on the index. To do this, we number occurrences, generate combinations, and check the required number of
occurrences, taking into account the operations of mandatory inclusions. Since there are only disjunctions in each
group, with an index greater than 1, it is necessary to choose from several groups (from one only in case of
coincidence). Then you can select the groups from which the corresponding SRPS is selected and then it is selected
as the only one. At the same time, all other SRPS that do not contain our element is selected from other groups. We
put a disjunction between the new groups. Thus, we get a disjunctive form of groups, each of which has corresponding
additive constructions of mandatory inclusion.

Suppose that its index is greater. Note that the SRPS with this element can be in several groups of mandatory
inclusion (see example). If it stands in only one group, where selection operations are everywhere, it is impossible to
make a schedule. If it is in several different groups, then only 1 SRPS can be selected from each such group. If there
are index elements and it is possible to form a schedule with the required number of occurrences of this element, then
combinations with SRPS with mandatory inclusion operations are formed. At the same time, SRPS mandatory
inclusion will appear! Next, we consider the third element, the fourth, etc. General algorithm was considered in [1].

Information technology

The results described above allow us to detail information technology for solving a wide range of calendar
planning problems, which is based on the use of algorithms based on decomposition procedures of specially
modified permanent incidence matrices.

This technology is a set of methods and approaches, which include:

» methods of input data analysis;

» methods of generating various combinatorial objects - permutations, systems of various column
representatives, combinations with a number of additional conditions, which are based on specially developed
permanent decomposition algorithms;

* methods of forming all possible admissible variants of matrices

* schedules, including algorithmic solutions, which are based, in particular, on the use of the algebra of
additive-disjunctive forms specially developed for such problems;

» methods of presenting data during the operation of generation algorithms, which are adapted to these
algorithms and take into account their specificities as much as possible.
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Thus, this information technology is a complete system that allows you to solve the tasks of creating
schedules in the presence of a number of additional conditions (See Fig.1).

Input data analysis subsystem
Q —
22 2 n g M
pa = SER= © b=
= g .2 o © o ° .8
8 ISR < E = > O
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< = 2E w 2 ®w © % o
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SRPS generation subsystem
based on the basic permanent decomposition
Construction of the Permanent algorithm Analysis of the admissibility
modified incidence matrix | s of formation of === | of the schedule matrix based
of the first type SRPS on the SRPS

l

Additive-disjunctive form generation subsystem based on SRPS

Generation of schedules

ADF generation algorithm matrices based on ADP

Fig. 1. Information technology based on ADF algebra (a variant of using the basic permanent approach)

Conclusions

The second modification of the incidence matrix is proposed, which differs in that, unlike the previous
options, it contains complete information necessary for drawing up a schedule. The corresponding modification made
it possible to make significant corrections in the decomposition procedure of the permanent of this matrix and led to
the need to develop an algebra of additive-disjunctive forms.

A special algebra of additive-disjunctive forms (ADF) is proposed, which contains two operations -
disjunction and mandatory inclusion (addition) and differs in the algorithmic nature of its operations. The operation
of disjunction means the selection and, accordingly, the duplication of the corresponding lists containing disjunctive
forms in the process of recursive generation procedures. Mandatory inclusion operation means simple inclusion of the
corresponding SRPS as the next row in the running schedule matrix.

Based on ADF, two algorithms for the formation of schedule matrices were proposed for the first time:

. the first algorithm allows forming the schedule matrices directly in the process of decomposition of
the permanent of the second modification of the incidence matrix;
. the second algorithm allows you to form ADF based on the SMPR, which is formed as a result of

the algorithms formulated in the previous section.

This approach is very convenient from the point of view of software implementation and construction of the
appropriate class hierarchy. It allows you to create information technology as a complete system that combines
appropriate algorithms and methods. Information technology for solving calendar planning problems, in particular,
the task of generating schedules, is formulated for the first time, which is a complete system that combines some
approaches, in particular, a configuration approach to the analysis of input data and algorithms for the formation of
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initial admissible matrices of schedules, the permanent approach of generation of SRPS and application of algorithms
of permanent decomposition, a lexicographic approach based on relevant order relations, algebra of additive-
disjunctive forms.
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SIMULATION MODEL STRUCTURE OF BUSINESS PROCESSES FOR A PRODUCT
BASED ON AURALIZATION TECHNOLOGY

Within the framework of the Auralization of acoustic heritage sites using Augmented and Virtual Reality (AURA) project, the
task was to develop the business models for potential products that would use the developed auralized 3D model. Accordingly, the
purpose of the article is to analyze typical business models for the specified products with an auralized 3D model, which can further
be adapted to each specific use case (marketing scenario).

In the most general terms, a business model is a method of doing business that allows a company to sustain itself, i.e.
generate income and revenue. Therefore, the development of a business model is relevant to calculate the possible income or
expenses of a future product.

The article analyzes existing business models and determines which ones are most suitable for the task at hand. It is
proposed to use the following business models: "Canvas”, "Barter" and "Joint Ownership".

The "Canvas" business model is described by the following structure: consumer segment, value proposition, sales channels,
customer relationships, product revenues, key resources, key activities, key partners, and cost structure. In addition, this business
model proposes the E-commerce, Affiliations, and Additional Opportunities business processes.

The "Barter" business model is based on the use of a social media platform to promote products and services. And in the
Shared Ownership business model, investors do not buy the entire asset, but only a part of it. For these business models, the Barter
and Shared Ownership business processes are presented.

Based on the business processes the structure of the simulation model was proposed. The study can be extended and
adapted to other products. In further research, scenario modeling will be conducted using system dynamics approaches.

Keywords: business model, business process, simulation model, auralized 3D model.

XPUCTHUHA JIIIT’IHIHA-TOHYAPEHKO, AHATOJIIA CAYUEHKO
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CTPYKTYPA IMITAIIAHOI MOJEJII BI3HEC ITPOIECIB JUISI TIPOJAYKTY HA
OCHOBI TEXHOJIOT'II AYPAJII3AIIII

B mexax ripoekty Auralisation of acoustic heritage sites using Augmented and Virtual Reality (AURA) 6yna nocrasieHa
3a4a4a po3pobuTy Gi3HEC-MOAESI /15 MOTEHLIHMX MPOAYKTIB, 14O ByAYTb BUKOPUCTOBYBATYH PO3POBTIEHY ayparizoBaHy 3D Moge/b.
BiAnoBigHo, METOK CTatTi MpoaHanizyBatv TUIMOBI GI3HEC-MOAENI 415 3a3HaqYeHnX MPOLYKTIB 3@ AOMOMOrow aypasnm308aHoi” 3D-
MoZaen, sIKi Haaaa MOXyTb OyTv a4arNTOBaHI 4O KOXHOIO KOHKDETHOIO BUMNEAKY BUKOPUCTAHHS (MapKETUHIOBOIO CLEHEPIIO).

B Havi3arasibHilioMy BU3HAYEHHI GIBHEC-MOAE/Ib — L€ METOJ 34IMCHEHHS GI3HECY, 3aBASKU SKOMY KOMIIAHIS MOXe
3a6e3reynTi Ce6e, TOBTO 3reHEPYBaTH JOXIZ, BUPYYKY. ToMy PO3DO6Ka BI3HEC-MOAE/EN € aKTYasIbHOK, 47151 POPaxyBaHHS MOX/TBUX
Z0X04iB YM BHAATKIB MavibyTHOIO rMpoayKTy.

Y crarTi npoaHanizoBaHo icHyro4i 6i3HEC-MOAEs Ta BUIHAYEHO, SKI HAUOIfIbLLE MiAX0AsTh 415 I0CTaB/IEHOI 3a4a4l. 30epema,
3arporioHOBaHO BUKOPUCTATH HACTYIHI 6iaHec-mogesi: "KaHea”, "baprep” 1a "CrinibHa BiacHicTb .

bizHec-mogesb  "KaHBa” OnuCyeETbCs  CTPYKTYPOK.  CIIOXUBYMI  CErMEHT,  LIIHHICHA porosnuis, KaHam 36yTy,
B3aEMOBIAHOCUHU 3 KJTIEHTaMu, 0X0AM rPOAYKTY, KIIIOYOBI PECypcy, KIIlOYOBI BUAN Ais/IbHOCTI, K/IHOYOBI TaPTHEPH, CTPYKTYpa BUTPAT.
TaKox, y AaHivi 6I3Hec-Mo4ei 3arporoHoBaHo 6i3Hec-rpolec “"E-commerce”, "AgimnoBarHs" 1a "foaatkosi MOX/BOCTI”.

llpu 6i3Hec-Mozerib "bapTep” OCHOBYIO € BUKOPUCTAHHS /1aT@OPMU COLIIabHNX MEPEX VIS MPOCYBAHHS MPOAYKTIB |

114 MDKHAPO/IHUI HAYKOBUI XKYPHAJL .
«KOMIT’IOTEPHI CUCTEMHU TA IH®OOPMALIUHI TEXHOJIOI'TI», 2022, Ne 4


https://doi.org/10.31891/csit-2022-4-15

INTERNATIONAL SCIENTIFIC JOURNAL ISSN 2710-0766
«COMPUTER SYSTEMS AND INFORMATION TECHNOLOGIES»

nocnyr. A nipu 6izHec-mogesni "CriinibHa BAIACHICTb” IHBECTOPY KYIiyiOTb HE BECH aKTUB B LI/IOMY, a JIMLLE MOro YacTky. s AaHux
6i3Hec-Mogenesi npeacTasieHo 6izHec-npouec “baprep” 1a "ChifibHa BAACHICTL”. Ha OCHOBI GI3HEC-rpoLEeciB 3arporioHOBaHO
CTDYKTYDY IMITaLIIVIHOI MOZEsT. Pe3yibTaTi OCTIAKEHHS MOXHAE POILUIMPUTY Ta aAanTyBaty /151 iHLLINX IPOAYKTIB.

KItoYoBi ¢/10Ba. 6I3HEC-MOAETb, BI3HEC-TPOLIEC, IMITALIVIHA MOAE/Tb, aypari3oBaHa 3D MOJEb..

Introduction

Auralisation — the technique of creating virtual soundscapes in 3D models to provide the same immersive
sound experience as the music performed in the real venue. AURA will explore exciting new opportunities that
auralisation opens up for music performing arts and their traditional and new audiences.

Auralization technology is closely related to both Augmented and Virtual Reality, but goes in hand with 3D
modeling and focuses on sound reproduction. The essence of the technology is to model and reproduce sound depending
on the environment and the location of the listener in it.

Prospects for the use of any technology directly depend on how much it will be in demand by users. Therefore,
one of the goals of the project "AURA - Auralisation of Acoustic Heritage Sites Using Augmented and Virtual Reality"
[1] is to investigate the potential of using auralized 3D models of concert halls in VR and AR, as well as to understand
the possibilities of promotion for different target audiences of the product.

During the research, the following groups of potential users were prioritized:

. experts (theaters, designers, musicians, singers, conductors, actors, general expert public, etc.)
. technicians (architectural designers, engineering and architecture students)
. promoters of cultural events (performing organizer, venue holders, public authorities and their

culture policy representatives, marketing agencies)

During the marketing research, 21 demonstrative experiences of use succeeded, which are the subject of a
separate publication. The purpose of this article is to analyze typical business models for the specified products with
an auralized 3D model, which can further be adapted to each specific use case (marketing scenario).

Although business models are fundamentally linked to technological innovations, its design is essentially
separated from technology. A business model can be defined as a system that solves the problem of identifying
customers in the process of interacting with their needs and satisfactions, taking into account the monetisation of value
[2]. Therefore, a number of researchers, in particular Osterwalder, A., & Pigneur, Y [3] and Demil & Lecocq [4], have
proposed the concept of a business model as part of a traditional competitive advantage strategy. At the same time,
innovative technologies themselves will affect the capabilities of business models [5]. In this regard, the design of
business models for a product with an auralised 3D model is actual. Because it will enable a potential developer to
determine possible revenues and expenses.

Let us review related References. Reference [6] proposes a new scenario-based predictive approach that
allows assessing and predicting the future behavior of business processes based on system dynamics. Reference [7]
focuses on the development of a validation technique for business process that result in a detailed report on the
partner's process compatibility assessment.

Bocken et al [8], Gassmann et al [9] and Remane et al [10] consider the classification of business models,
using a theoretical and template approach. Based on the analysis of these References, for a product that uses an
auralised 3D model, it is reasonable to select the following three business models "Canvas"[3], "Barter" and "Joint
Ownership" [9]. Hence, we adapted those models for a product that uses an auralised 3D model, illustrated the
adaptation process using the Thinging Machine technology [11], and developed a correspond structure of a business
process simulation model, that described below.

Business Models of Product with the Auralised 3d Model
Business model 1 "Canvas"

Despite the emergence of several alternatives, the Kanva business model [3] remains perhaps the most widely
used [12, 13]. It is structurally divided into nine blocks [14]: Customer segments, Value proposition, Sales channels,
Customer relations, Product revenues (revenue streams), Key resources, Key activities, Key partners, Cost structure.

We have refined each structural block of the Kanva business model in relation to a product that uses an auralised
3D model (Table 1). Taking into account the monetisation aspect, it is advisable to consider blocks 3 and 5 in more detail.
Block 3 shows how users of a product that uses an auralised 3D model receive information about value propositions.
In particular, an auralised 3D model can promote its capabilities as a product through online channels (website, social

media Facebook, Instagram, Telegram, etc.), forums, fairs, advertising, etc.

As an example of a sales channel, it is advisable to consider the use of the E-commerce business process

[15], where traditional goods or services are delivered through Internet channels with reduced overheads, which is
relevant for an auralised 3D model. The functionalities that can be implemented by e-commerce systems for a
product using an auralised 3D model include the following:

o issuing and selling tickets for performances (orders are stored in a single database),

e self-registration of listeners,

e work with loyalty programmes,

e receiving feedback from listeners.
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Table 1
Canvas business model for a product that uses an auralised 3D model
8 Key partners 7 Key activities 2 | Value proposition Custf)mer Consumen
relations segment
Ministry of Social and Developing a product using | Increasing the | A productthatuses an | Different types of
Cultural Affairs; an auralised 3D model; creativity of musical |auralised 3D model; classical music
Logal self-government Bringing to market; and theatrical | Advertising; listeners.
bOd.leS’ . Software support; performances; CRM systems.
Artists and music experts; |p. h and devel .
E . . esearch and development Promotion of cultural
nterprises of the tourism and profect activities ]
industry; proj . events; .
Enterprises, institutions 6 | Key resources Modelling the 3 sales channels
and organisations in the — acoustics of concert Online advertisine:
social and cultural sector. Humap capital; halls/ nlne a Vem.smg,
Material and [Forums and fairs.
technical base;
Financial resources.

9 | Costs. 5 | Product revenues

Labour costs; Costs of providing services; Expenses for marketing services; Government allocations;

Software maintenance costs; Costs of developing a product using an auralised 3D | Monetisation channels;
model; Social security costs; Expenditure on items, equipment and inventory;
Expenditure on research and development; Utility and energy costs; Debt service | Investments.

costs; Capital expenditure; External and internal borrowing costs; Payments to
shareholders.

For example, let us illustrate the E-commerce business process for a product that uses an auralised 3D
model (Fig. 1).

Product that uses

an auralized 3D ﬂ Client
model
Providing opportunities Choice of play
viewing performances
Receiving
funds / Payment \Ticket payment

\ mechanisms f

Fig. 1. E-commerce business process on the example of buying a ticket for a performance. Source [9] (modified by the authors)

In block 5, product revenues from an auralised 3D model can be derived from government allocations, for example,
for the development of cultural heritage. At the same time, an auralised 3D model as a product can earn money on
its own through various monetisation routes [16-19]:
1. advertising in the product;
2. additional options: in-app purchases, subscriptions, payment for downloads;
3. creating a marketplace.
In the case of the first monetisation path, it is advisable to use one of the most common business processes -
"Affiliations" (Fig. 2), which demonstrates the interaction between three entities: listeners, sellers and the affiliate
network (Google Adwords, Facebook Ads) [20].
Data about user behaviour and habits may be collected and provided to advertisers for in-app advertising in
the following forms:
e  Banner advertising [21-23], which is placed in the form of banner posters when watching a performance;
e Native advertising, in which the user hovers over an object and has the opportunity to follow an advertising
link. Examples for a product with an auralised 3D model include: the clothes of other viewers, furniture
on stage, musical instruments, etc;
e Anintermediate full-screen web page with ads displayed before or after the expected page;
e Video advertising in a product with an auralised 3D model that can be displayed at all possible viewing
levels.
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Internet
advertising Affiliate
network

F 3

Client

Pays
commissions

Product
that uses an auralized 3D model
- registers the purchase’

Seller

Product that uses an auralized 3D
model - interaction

Fig. 2. Business process "Affiliation". Source [9] (modified by the authors)

In the case of the second monetisation path (purchase of goods), it is advisable to consider the business
process "Additional features" [24], which usually includes a fairly well-thought-out pricing strategy [25]. In a
product that uses an auralised 3D model, the user can choose additional features (Fig. 3). When forming the value
proposition of a ticket to a performance, it is necessary to determine which additional features can bring maximum
revenue.

Using the third monetisation path, new markets or marketplaces can be created to connect listeners with
performers of musical works with an auralised 3D model. In addition, there is an opportunity to develop a
marketplace that can be joined by other theatres around the world, providing relevant services and paying interest
for the use of the auralised 3D model.

choice of
function
without choice of
advertising | | subscription options

for performances
choosing the best P ,

sound

viewing capabilities on
multiple devices

Product that uses an

choosing the —_ 4 auralized 3D model

best place

T 1 possibility of
| subtitles

possibility with sign

language translation

the ability to download
content

Fig. 3. Business process "Additional opportunities". Source [9] (modified by the authors)

Business model 2 "Barter"

One of the most attractive on the Internet is the Pay with a Tweet system based on the Barter business
model, which uses social media platforms to promote products and services [9].

The application of this business model to a product using an auralised 3D model makes it possible to create
a potential base of classical music listeners and, accordingly, to form a feedback base. Moreover, it is possible to test
future products with an auralised 3D model. Figure 6 shows an example of how the Barter business process is used
to interact with classical music listeners and social media communities with a product that uses an auralised 3D
model.

Business model 3 "Joint ownership”

Under the Shared Ownership business model, investors do not purchase the entire asset, but only a portion
of'it. At the same time, the owners of the product using the auralised 3D model manage the assets (capital). Applying
this business model to a product that uses an auralised 3D model will create an investment environment. Figure 4
shows an example of how potential investors interact with the owner of a product that uses an auralised 3D model
within the Shared Ownership business process.
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Product
that uses an
auralized 3D
model

Fig. 4. Business process "Joint ownership". Source [9] (modified by the authors)

Simulation Model of Business Processes for Auralisation Product Using System Dynamics
Based on the business processes described above and system dynamics methods [26], and taking into
account previous experimental studies, the structure of the simulation model was developed (Fig. 5). It will allow us
to predict the revenue stream from the production of an auralised 3D model in the form of a VR application for theatre.
The structure shows that each business process is a separate stream: Affiliation, Barter, E-commerce,

Joint_ownership, MONEY.
Client visit

@_ Affiliation
=B

the ability to V2 choosing the
download best place
MONEY :
content

V3 choosing
the best sound

V4 choice of function
without advertising
Additional features

Joint ownership . { ! il
E-commerce C / v‘\Q
/4

V5 choice
of subscription
options for
performances

N\

V7 possibility
of subtitles

V8 possibility with 6 viewing capabilities
ﬁ sign language on multiple devices
O \)\ DO 7__'//- translation

Client ticket
Barter
Fig. 5. Structure of the business modelling simulation model for auralisation technology

The Affiliation flow is dependent on the Client visit parameter. The Barter flow, in the definition of a money
flow, has only an impact on the number of people who have purchased tickets (Client ticket). E-commerce is affected
only by the Client ticket.

The Joint_ownership stream has the most parameters to influence, because many different possibilities can
be provided when listening to a performance in a theatre based on auralisation technology. For example, it can be:
V1 the ability to download content; V2 choosing the best location; V3 choosing the best sound; V4 choosing a
function without advertising; V5 choosing subscription options for performances; V6 viewing capabilities on
multiple devices; V7 possibility of subtitles; V8 possibility with sign language translation.

Conclusions.
The authors developed business models for the product using the auralised 3D model. Business processes are
also presented within the business models, in particular: Affiliation, Barter, E-commerce, Joint ownership.
Based on the business processes the structure of the simulation model was proposed. The outcomes can be
extended and adapted to other products.
In further, authors are going to run the scenario modelling using system dynamics approaches as well as in-
depth analysis of marketing research employing a number of demonstrative experiences.
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